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Abstract-Accurate image classification will yield valuable information to support decision-making. Support Vector 
Machine (SVM) is a widely used technique to achieve high classification accuracy. However, data outliers can reduce 
the SVM’s accuracy. To resolve this problem, the K-Means clustering method is used to eliminate the outliers by 
checking the proximity between data and clustering the data. Nevertheless, one of the challenges of using K-Means 
is the sensitivity of the initial centroid selection which is done randomly. Therefore, this study combines the use of 
K-Means, feature extraction with VGG-16 deep learning architecture, and feature selection using the Chi2 technique 
to get better classification accuracy. The combination of these methods is empirically proven to increase the accuracy 
of three image dataset about 20%. The results demonstrate that using these methods in conjunction can also reduce 
the amount of time needed for image classification. Nevertheless, label information is not taken into consideration 
in this study. Therefore, in the future, this research can still be developed by applying other standards and adding 
information labels in the feature selection process.
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1.  Introduction

Data can take many forms in the modern digital 
world, including text, statistics, photos, and videos. 
Image processing, which is one of the many methods 
and techniques used to process different kinds of data, 
involves handling image data. Image processing is used to 
produce a better image or to obtain the information that 
is contained in the image [1]. Therefore, image processing 
such as identifying or classifying images is very important 
in various fields such as agriculture, health, education, and 
various other fields. Given that important information is 
generated from an image, identification can help decision-
making, planning, and interpretation [2], [3]. 

One of the image identification methods that give 
better results because it can predict high-dimensional 
datasets is the Support Vector Machine (SVM) [4]
which provides informations such as the composition of 
texture on the surface structure, changes of the intensity, 
or brightness. Gray level co-occurence matrix (GLCM). 
A previous study showed that the SVM method gives 
better results in the case of skin cancer detection than the 
KNN and Random Forest methods [5]. Color, texture, 

and complicated sizes are just a few examples of the 
factors that might slow down and complicate the SVM 
recognition process when applied to image data. For this 
reason, superfluous features are eliminated from image 
identification during using the feature extraction and 
feature selection technique. Feature extraction is used to 
change the initial feature into a new feature form, while 
saving only informative features. Feature selection works 
by evaluating each feature and then removing superfluous 
features for determining label data. Removing superfluous 
features can shorten training time and reduce model 
complexity while still producing good accuracy [6]which 
will promote the development and application of precision 
medicine. Considering the natural order of genes, a new 
classification method that combines fused lasso and elastic 
net as regularization for linear support vector machine 
(SVM) [7].

Nevertheless, in the process of data classification, 
removing superfluous features does not equate to 
removing outlier data [8]-[12]. This causes the accuracy 
still not optimal. Outliers are the detection of anomalies/
abnormalities in the dataset. Removing the outliers is a 
very important step in the pre-processing phase to get 
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clean, noise-free, and consistent data. The same problem 
was also found in the study of patient classification to 
detect outliers from SVM and optimization of Density-
Based penalty with SVM [8], [9]. 

One way to handle outliers can be done by removing 
them by utilizing the proximity of the data in one dataset 
before carrying out the classification process. Assuming 
that adjacent data are similar and data that are “separated” 
from other data are outliers. Therefore, clustering methods 
can be used to see the proximity of the data. Clustering will 
form data groups, where the data separated from any group 
can be labeled as outliers and the data will then be removed 
from the dataset. Of the various clustering methods, 
K-Means clustering is a fairly reliable clustering method. 
Previous research related to outlier analysis on K-Means 
using the Local Outlier Factor (LOF) method, showed 
that K-Means clustering has a lower minimum error value 
combined with outlier analysis. This can happen, due to 
the similarity of entities that are included in the number 
of clusters using the K-Means method with better outlier 
analysis [13]. So, it can be concluded that K-Means with 
outlier analysis will give more optimal results and also can 
resolve the weakness of SVM. K-Means Clustering method 
is used to identify images that have the same characteristics. 
K-Means clustering works by determining the center point 
of each cluster, which is called the centroid. Behind the 
sophistication of K-Means clustering, there are several 
weaknesses, one of them is the sensitivity in determining 
the initial centroid because the selection is done randomly. 
If the initial selection of centroid is wrong, it can affect 
the process of method performance and the results from 
partition data [14]. Therefore, K-Means clustering needs 
to be optimized, so that the accuracy performance can be 
better. Research on optimization of K-Means clustering 
has already been done, where K-Means was carried out 
to optimize PSO. The results of this study indicate that 
K-Means techniques combined with PSO give an accuracy 
of 47.33% for the identification of plant leaf images [15]. 
Although this result is still considered not good enough, 
considering the determination of centroid position on 
K-Means is a problem that still needs optimization. 

The development of deep learning architecture, 
start to be widely used for image processing. It can be 
used to overcome the problem of sensitivity to centroid 
selection and also outliers detection. Among the various 
deep learning, VGG-16 is one of the CNN (Convolutional 
Neural Network) architectures which has 16 layers and is 
widely used for image processing [16]. Several studies have 
revealed that this method allows getting high accuracy even 
by using a small number of samples. Several examples of 
the use of VGG-16 in several research showed an accuracy 
that resulted in more than 90% and even reached 100%, 
such as the detection of eggplant disease with an accuracy 
of 99.4% [17], CT Scan images of the human brain with 
100% accuracy [18], and classification of salak fruit quality 
with an accuracy of 95.83%.  This happens because this 
architecture is the first transfer learning architecture that 
has succeeded in classifying ImageNet images with high 
accuracy [19]. 

The description makes it clear that the main problem 
that usually occurs during the image classification process is 
the presence of data outliers that could potentially obstruct 
the classification process and reduce its accuracy. The 
existence of these outliers can be overcome by grouping or 
clustering, which is using the K-Means method. However, 
this also often creates new problems in the sensitivity 
centroid determination process. Feature extraction using 
deep learning architecture provide the possibility to 
overcome this sensitivity problem. To improve accuracy in 
image classification, feature selection techniques can also be 
applied to filter only relevant features that will be used by 
machine learning models. This study looks at those issues 
and attempts to classify image by combining strategies for 
feature extraction utilizing deep learning, feature selection, 
and clustering. The deep learning architecture used is 
VGG-16 as a feature extractor to improve the performance 
of the K-Means clustering method. 

2.  Methods

This section will describe the procedures in 
implementing the recommended strategy into practice 
in order to address the issues that have been discussed. 
The procedures consist of four primary stages: feature 
extraction, feature grouping, feature selection, and model 
development. 

a.  Workflow of the Procedures
Figure 1 is a flowchart of the four stages of the 

procedures used in this study. The method begins with 
data collection and proceeds to feature extraction using 
VGG16. The result of the feature extraction will be used for 
feature grouping using K-Means to eliminate the outliers. 
The next stage is feature selection using Chi2 technique to 
select only the significant features to be used for training 
the Support Vector Machine (SVM) as the classification 
model. The accuracy of the model then will be measured 
using confusion matrix.

Start

End

Collectiing the data

Feature Extraction 
using VGG16

Eliminating outliers 
using K-Means

Feature Selection using 
Chi2

Classification using 
Support Vector 

Machine (SVM) model

Estimate model 
accuracy

Figure 1.  Flowchart
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b.  Data Collection
This study uses three datasets, namely: amazon, 

dslr, and webcam [20]. The dimensions of each of these 
datasets will be 150 x 150 x 3. The total data used are 958 
amazon data, 157 dslr data, and 295 webcam data. We 
split the dataset to 80% for training and 20% for testing.

c.  Feature Extraction using VGG16
Feature extraction is a data preprocessing stage 

with the goal is to reduce the dimensions of the dataset. 
In this study, the VGG16 as one of the CNN-based 
architectural models will be used for feature extraction. 
Feature extractors work by extracting several features 
without losing important and relevant information. 
Usually, image datasets are preprocessed using this 
feature extraction technique to produce feature map. 
Feature extraction has the benefit of allowing for feature 
reduction without sacrificing crucial data.

Input (150,150,3)

3x3 conv2D, 64

3x3 conv2D, 64

MaxPooling2D

3x3 conv2D, 128

3x3 conv2D, 128

MaxPooling2D
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MaxPooling2D

3x3 conv2D, 256

3x3 conv2D, 512
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Size:18
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Figure 2. VGG-16 Architecture

VGG16 architecture used in this research has 16 
convolution layers as shown in Figure 2 and has been 
trained with a 1000 class image dataset (ImageNet). 
Layers in VGG16 consist of an input layer, Convolutional 
Neural Network (CNN), max-pooling layer, dense layer 
(fully connected layer), and SoftMax output layer[19]. 

VGG-16 is merely a feature extractor at this point. 
Since a classification layer is not required for this research, 

the parameter include_top = False and input shape = 
(150, 150, 3) are employed.

d.  K-Means Clustering
Clustering is a method for dividing data into a 

group or cluster according to the maximum similarity 
of characteristics [21]. K-Means Clustering is a method 
for grouping unsupervised learning data by dividing the 
data into several group [21]. Figure 3 represent the stages 
along with the flowchart of the algorithm of K-Means 
Clustering [22], [23]: 
1)  Determine the number of k clusters to be formed 

randomly.
2)  Determine the initial centroid (cluster center 

point) randomly from the available objects for the 
number of k clusters. The formula used to calculate 
the centroid in iterations can be seen in Equation 1.

                    (1)

  where:
  v = centroid in the cluster
  n = the number of objects that are members of the 

cluster
  xi = object
3)  Calculate the distance of each data to each centroid 

using the Euclidean Distance formula as shown in 
Equation 2.

                    (2)

  where:
  d = Euclidean Distance
  x = object  value
  y = object  value
  n = total object
  xi = object  to-
  yi = object  to-
4)  Clustering the data into the nearest centroid 

by considering the proximity of the distance 
between the data and the centroid. Then, iterate 
continuously until you find a new centroid with 
the calculations from the equation above.

5)  If the position of the new centroid is changed, repeat 
point c until it reaches a converged condition.

K-Means is being used in this study to categorize 
the features and exclude outliers, or features that do not 
belong in any groups. There is no relationship between 
the feature and the other features, as indicated by these 
rejected features, often known as outliers.  
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Figures 3. K-Means Flowchart

e.  Feature Selection
Feature Selection is a technique to reduce 

dimension (dimensionality reduction) by reducing the 
number of features from a dataset. The main purpose of 
feature selection is to maximize accuracy results by only 
use the significant features for the data classification. This 
technique is very useful especially for datasets with large 
dimensions such as image datasets [7].

This study uses the Chi2 methodology, often known 
as chi-squared as a non-parametric test in a study, as the 
feature selection method. Equation 3 show how Chi2 
works by comparing between features.

                 (3)

where:
x2 = chi-square value
O = observed value
Ei = expected value

By using the Chi2, not only the accuracy level can 
be rise up, but it is also can reduce the time complexity 
for model training.

f.  Support Vector Machine Classification
Support Vector Machine (SVM) is a supervised 

learning technique for non-linear problems such as 
classification and regression. It works by predicting data 
based on patterns from the training data process [24], 
[25]. SVM works by creates a dividing line to separate 
between classes which are called a hyperplane.

Two stages make up the classification: the training 
and testing phase. The results of the training phase is a 
model for the classification that build from the training 
dataset [24]. Meanwhile, the testing phase will be used to 
test the accuracy of the model using testing dataset. Table 
1 presents the size from each dataset that used for the 
training and testing phase.

Table 1. Dataset Split

Dataset Total Train (80%) Test (20%)

Amazon 791 632 159

Dslr 119 95 24

Webcam 242 193 49

g.  Confusion Matrix
Confusion Matrix is one of the techniques for 

measuring the performance of both accuracy, precision-
recall, and F-1 score in classification case [26]. The 
Confusion Matrix table consists of four matrices 
containing True Positive, True Negative, False Positive, 
and False Negative. These four matrices represent 
the results of the classification with the following 
interpretation [26].
1)  True Positive (TP), when case A is predicted to be 

Positive and the value is True
2)  True Negative (TN), when case A is predicted to be 

Negative and the value is True
3)  False Positive (FP), when case A is predicted to be 

Positive and the value is False
4)  False Negative (FN), when case A is predicted to be 

Negative and the value is False.

Even though the confusion matrix can calculate the 
level of accuracy, precision, recall, and F-1 score, but in 
this study only compare the accuracy between using the 
proposed method and using only SVM. The formula of 
accuracy can be seen in Equation 4 [26]:

                (4)

where:
TP = True Positive
TN = True Negative
FP = False Positive
FN = False Negative

3.  Results

From the experiment using three datasets, it can be 
seen that the proposed method can increase the accuracy 
results in the classification. There is an increase of around 
20% in each dataset from the value range of 65% to 80% to 
the range of 85% to 100%. Where on the Amazon dataset, 
before applying the proposed method is only achieved an 
accuracy of 70%, but after applying the proposed method, 
it could achieve an accuracy of 91%. Likewise, the DSLR 
and Webcam datasets also experienced a significant 
increase in accuracy after applying the proposed method. 
To attain the highest level of accuracy in the image 
classification, this study suggests combining multiple 
methodology. The combination of the methodology 
will focus on eliminating uninformed features that can 
interfere with the classification process.  Discussion of 
the results of the proposed method can be seen from 
several aspects:
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a.  Comparison of total data (instances)
The use of K-means clustering in this study aims 

to eliminate outliers. Outliers are data that are not 
included in the existing cluster, so they are considered 
not to have the same pattern as other data in the dataset 
group. Outliers can reduce the classification results due 
to errors in determining the label during the classification 
process. K-means clustering method’s implementation 
will decrease the amount of data required for the next 
step. In this step, the eliminating process is implemented 
in the data or instances and does not change or reduce the 
number of features. The results of this step can be seen 
in Figure 4.

Figure 4. Comparison of Total Data Before and After 
Application of K-means Clustering on 3 datasets

The total data before K-means clustering are 958, 
157, and 295 data for Amazon, DSLR, and Webcam 
respectively. The total data after applying the K-means 
clustering method are 921, 124, and 223 for Amazon, 
DSLR, and Webcam. These results show that the Amazon 
dataset only gets a 4% reduction from the original data. 
This value is relatively small compared with other datasets 
that can achieve about 20% data reduction. Because 
the quality of the images in the datasets varies greatly, 
there is a high value of data reduction in DSLR and 
Webcam. Although DSLR has high resolution and low 
noise, it uses natural lighting to take the images. Natural 
lighting also can affect the image quality. Webcam also 
has many outliers because the image has low resolution 
and contains much noise. Since the Amazon dataset was 
obtained from a photo studio, the final image was nearly 
identical in quality.

Even though the amount of data has decreased, it 
still has a substantial impact on accuracy level in the end. 
Since the reduction in data also results in decrease in the 
overall number of features. 

b.  Comparison of total feature
As explained in the methodology section above, this 

study using VGG16 as the feature extraction. The result 
of feature extraction with VGG16 for Amazon dataset as 
shown in Figure 5(a) for the original image and 5(b) after 
the feature extraction.

(a) Original Image (b) After Feature Extraction
Figure 5. Amazon Feature Data Extraction

The output of the convolutional layer extraction 
process is a feature map, also known as an activation map. 
A feature map is a snippet of data that stores important 
information for the next classification process. Feature 
extraction will transform the original data and keeps 
only the most significant features, the whole feature set 
is reduced as a result of the process. Each dataset’s initial 
total feature count was 67,500. This procedure results 
in an overall feature of 8,000 for each dataset. Because 
there are uninformative features in the image, like the 
background, the feature reduction is quite important. 
This will affect how the clustering procedure chooses the 
appropriate centroid to increase accuracy results.

In addition to the use of feature extraction, the 
reduction of uninformative features is also carried out by 
feature selection using the Chi2 technique. The feature 
selection technique used will select features according 
to the specified standard or criteria. The average Chi2 
value of every feature in the pertinent dataset served 
as the study’s standard. Features that either meet the 
requirement or have a Chi2 value greater than the dataset’s 
average feature set will be the only ones chosen. On the 
other hand, features that do not reach the standard will 
not be used in the next process because these features are 
considered not to contain important information and 
can worsen the level of accuracy. The feature selection 
results for the three sample datasets can be seen in Figure 
6. In each image, it can be seen that Figure 6(a) shows 
the initial features which amounted to 8000 features and 
Figure 6(b) shows the number of features that have been 
selected, which is in the range of 2000 features.

(a) Initial Features (b) Selected Features

Figure 6. Amazon Feature Data Selection

In general, the reduction in features after feature 
selection occurs is very significant, ranging from 8,000 
to around 2,000 features. The total features after using 
feature selection are 2,481 for the Amazon dataset, 2,733 
for the DSLR dataset, and 2,707 for the Webcam dataset. 
These results show that using the proposed method 
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can reduce the number of features for the classification 
process. Reduction occurred on the entire dataset, from 
the initial 67,500 to a decrease at each stage, until finally 
there were only 2,481 to 2,733 features. The feature 
reduction for each step is shown in Figure 7.

Figure 7. Comparison of Total Features Before and After 
Feature Selection in 3 Datasets

c.  Performance measurement with Confusion Matrix
Based on Figure 8, there was a significant increase 

in accuracy results after applying the method proposed in 
this study. For example, the accuracy before applying the 
method to the Amazon dataset was only 70%, the DSLR 
dataset was 69%, and the Webcam dataset was 78%. 
While the accuracy after using the proposed method, the 
Amazon dataset reaches 91%, the DSLR dataset reaches 
85%, and Webcam dataset reaches 97%. Without method 
means that the datasets directly used for the classification 
process, without reducing features and removing 
outliers. Using method means that the datasets carry out 
the process of feature extraction, feature selection, and 
clustering method to reduce the features and remove the 
outliers

Figure 8. Comparison of Accuracy Before and After 
Application of the Proposed Method on 3 Datasets

The range of 15% to 20% growth is indicated by 
these datasets. The smallest accuracy increase is 16% on 

DSLR and the largest is 21% on Amazon. When compared 
to other datasets, Amazon’s accuracy rises more because 
of the dataset’s more consistent image quality, which 
prevents excessive data loss like the K-means findings seen 
in Figure 4.

4.  Conclusion

Based on the results of the research conducted, 
it can be concluded that the use of a combination of 
VGG16 (Feature Extractor), Chi2 (Feature Selection), 
and K-Means Clustering methods can produce better 
accuracy than using only the Support Vector Machine 
(SVM) method in image classification. The use of a 
combination of these methods can solve the problem of 
early centroid detection on K-Means and data outliers on 
SVM. K-Means and VGG16 as the feature extractor were 
also proven to reduce the total number of features in each 
dataset. This has an impact on increasing accuracy as seen 
by the accuracy result of the three approaches combined, 
which is between 85% and 97%, compared to only the 
SVM method’s 69% to 78%. 

The limitation of this proposed method is in the 
process of figuring out which standard to apply when 
choosing features. The proposed method only uses the 
average as a standard in feature selection, while other 
standards can still be used. In addition, by only using the 
average standard, this method also does not pay attention 
to label information during feature selection.

In the future, this method can be further developed 
by trying to apply other standards to determine significant 
features. This method can also be developed by adding 
label information in selecting features to be used for the 
classification process.
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