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Abstract- M-Pajak, an application initiated by the Directorate General of Taxes, signifies the modernization of taxation and setves a crucial function.
This application facilitates taxpayers in meeting their tax obligations. User satisfaction with this application may be assessed via reviews on the
Google Play Store. While this application fulfills client satisfaction, its sustained success is significantly contingent upon user contentment and
experience. Sentiment analysis is essential for elucidating user evaluations and interactions with the program. This research analyses the sentiment of
M-Pajak application reviews on Google Play using Support Vector Machine (SVM) and K-Nearest Neighbour (KNN), supported by the Term
Frequency-inverse Document Frequency (TF-IDF) feature extraction method. A total of 1000 reviews between December 11, 2022 and December 2,
2023 were processed using KNN and SVM. The KNN algorithm yielded 153 positive predictions and 847 negative predictions and achieved 94% of
accuracy. Meanwhile, SVM achieved an accuracy of 88.10%, with 325 positive predictions and 675 negative predictions. The results demonstrate the
superiority of KNN in sentiment classification of M-Pajak reviews. This study also indicates that negative comments outnumber positive ones in this
application. This serves as a signal for the Directorate General of Taxation to enhance user satisfaction with the M-Pajak application through

continuous updates.

Keywords: Sentiment Analysis; K-Nearest Neighbour; Support Vector Machine; M-Pajak

Article info: submitted March 12, 2024, revised April 23, 2025, accepted July 19, 2025

1. Introduction

An opinion is a response, a judgment, or the result of an
individual's subjective beliefs regarding anything that is not
universally acknowledged as true. Concerning a topic or
occurrence, individuals possess varying perspectives [1]. In the
modern era, opinions and viewpoints influence almost every
human behavior. People look to others for their opinions when
they are trying to decide or make a determination. For instance,
while deciding whether or not to use or download an application
from the app store, a person will consider other users' thoughts
and reviews before making that decision. Developers and allied
institutions rely heavily on user feedback to understand how well
applications function.

Sentiment analysis, sometimes referred to as feeling analysis,
is an automated procedure that extracts, interprets, and processes
text input in order to gather information [2]. Opinions can be
gleaned from a variety of sources, including social media, blogs,
comments, documents, and questionnaires, by using sentiment
analysis or opinion mining. Sentiment analysis enables the
monitoring of customer satisfaction over a product.
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The Directorate General of Taxes (DJP) created M-Pajak, a
mobile application that leverages the jknmobile.com platform,
with the intention of offering taxpayers more individualized,
straightforward, and effective services [3]. In addition to other
data collected by the application distribution process, M-Pajak
produces data pertaining to taxes. M-Pajak is accessible via digital
platforms, specifically the Google Play Store and the Apple App
Store. Over a million people have downloaded the M-Pajak
application from Google Play, and thanks to the capabilities
offered by Google Play, each user is able to leave a review for the
program [4]. Users have unrestricted access to these reviews. If
appropriately processed, the 4,000 M-Pajak application evaluation
data points may be valuable. Since user feedback is the best
source of criticism and ideas, data processing findings will be
used to improve and develop applications. The opinions
expressed by users on Google Play may have an impact on
prospective users' decisions to utilize particular programs.
Potential consumers' decisions to utilize particular applications
can be influenced by every comment posted by every user on
Google Play. With the volume of review data already in existence,
processing it by hand will be challenging. As a result, it is
imperative to automatically monitor user feedback—whether
favorable or negative—about the program. Given the significance
of user evaluations for an application's sustainability, it would be

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477-698X



preferable to perform research using M-Pajak application review
data from Google Play as a sample of research data processing,

The goal of grouping new data based on the majority of
categories from the K training data that are closest to it—also
referred to as "nearest neighbor"—is achieved by processing data
using two classification methods, namely the K-Nearest
Neighbor (KNN) Training Algorithm. Classifying fresh data
according to characteristics and training samples is the primary
goal of this method [5]—[7]. Support Vector Machine (SVM) is
the next machine learning method used for regression and
classification. Structural risk reduction is the foundation of SVM,
which separates the input space into two classes using a
hyperplane to process data [8]. The Term Frequency-inverse
Document Frequency (TF-IDF) approach can be used to
complete the task. The methodology utilized, may become more
accurate if the above strategy is selected, particularly when
training KNN and SVM [9]. The use of SVM to measure
sentiment is also explored in studies [10]-[12], and the KNN
algorithm is applied in [13]-[15].

This study uses the KNN and SVM algorithms to view M-
Pajak application reviews and sort them into good and negative
groups. We use Python and Flask to carry out the procedure, and
we use TF-IDF to give different weights to words. The goal is to
find out how strong people's sentiment is towards M-Pajak and
then use the data to investigate the application and tax-related
issues in more depth.

2. Methods

The research comprises nine stages: data retrieval, data
preprocessing, labeling, TF-IDF weighting, training and testing
data creation, K-Nearest Neighbor and Support Vector Machine
classification, assessment, and data presentation. The research
stages are depicted in Figure 1.

The system design comprises a login page, dashboard, data
importt, preprocessing, weighting, labeling, and KNN and SVM
classification methods. Data was collected by reviewing M-Pajak
application data through the Google Play website, utilizing web
scraping techniques from web pages coded with a markup
language. Google Play is a versatile program that is compatible
with both mobile devices and websites [16]. This process utilizes
the Python programming language in Google Colab to generate a
CSV file. The data is primarily sourced from the M-Pajak
application's data, ratings, and reviews. The data was collected
between December 11, 2022 and December 2, 2023. The dataset
comprises 1000 review comments. Comment data is a written
evaluation that will be utilized for sentiment analysis at a later
time. During preprocessing for sentiment analysis, optimization is
achieved through four stages: case folding, tokenizing, stopword
removal, and stemming [17]. This labeling is done using a
lexicon-based technique in Python. If the score is less than 0, the
sentiment is negative; if the score is more than 0, the sentiment is
positive. The TF-IDF weighting procedure starts by preparing
the necessary data through preprocessing data that was saved
carlier. Subsequently, utilize pandas to read the file, specifying
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e 3:

solely the label and review fields. We calculate TF-IDF using the
Scikit-Learn Python library and the TfidfVectorizer module,
resulting in the term with the highest term frequency being
identified. Dividing preprocessed data into a ratio of 8:2 results in
20% test data (200 data) and 80% training data (800 data) ) [18].

tfidf (word) = tf (word) * logﬁ o)

data retrieval

v

preprocessing

v

labeling

v

TF-IDF weighting

v

Creation of test
data and training

v

KNN and SVM
classification

v

evaluation

v

data visualization

Figure 1. Research Methodology

TF-IDF is a text processing technique that assigns weights to
terms in documents [19], [20]. In this case, tf is the number of
times word t appears in the document, df is the number of
documents that contain word t, and N is the total number of
documents in the dataset [21]. This approach seeks to look for or
obtain intriguing words [9]. Term Frequency (TF) is the count of
words in a corpus or collection of writing. IDF, or Inverse
Document Frequency, refers to the frequency of phrases
appearing in a corpus [22].

The KNN technique is utilized in classification to determine
the similarity or distance between testing and training samples by
identifying the nearest neighbors of K testing and training
samples, which are then changed based on the categories of these
neighbors [23]-[28]. The Scikit-learn library is utilized to
implement the KNN and SVM algorithms in Python, employing
an 80:20 training-to-testing data ratio. The KNN classification
function operates by supplying training data to produce
predictions on the testing data, which are then returned as an
array. The SVM algorithm optimizes hyperplane borders by
sorting the data and finding the nearest data margin distance from
each class [29],[30].
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The evaluation phase assesses data classification utilizing the
KNN and SVM methods through the confusion matrix method
to determine the accuracy of the algorithm [31]—[33]. Lastly, Data
Visualization. Once the review data has been categorized,
Matplotlib in Python will be used to visualize the amount of
predictions from good and bad reviews [34]—[38].

TP+TN

Accuracy = ————— @)
TP+FP+TN+FN

In this formula (2), TP (True Positive) represents the number of
positive data predicted as accurate, while TN (True Negative)
represents the number of negative data predicted as correct. FP
(False Positive): The total number of negative data that is
predicted as positive (incorrect), and FN (False Negative): The
total number of positive data that is predicted as negative
(incorrect) [39].

3. Result and Discussion

The sentiment analysis procedure for utilizing the M-Pajak
program involves data collecting, preprocessing, labeling,
weighting, categorizing the data into training and testing datasets,
applying KNN and SVM algorithms, and concluding with
evaluation.

1. Data retrieval

Data collection utilizes web scraping techniques on websites
that utilize a markup language. The procedure is conducted using
the Python programming language in Google Colab, resulting in
the generation of a CSV file. Data was gathered from 1,000
sample reviews out of a total of 4,000 reviews on the M-Pajak
application, collected between December 11, 2022, and
December 2, 2023.

The imported data originates from a CSV file with an ID
column represented by numbers, a score column represented by
labels, and a content column represented by text or reviews for
data processing (Refer to Figure 2).

= Import Data AOMIN @

[ULEPN Choose File  No file chosen O Refresh | B

¥ Toolbar

R Data Table

D Score Content
0 1 Aplikasi susah

1 1 Mending gausah bikin EFIN dah kelau lupa susah banget nyari® i EFIN, lewat apk keterangan gagal ERR_SMSGW,

lewat layanan telpon 1500200 coba menghubungi petugasnya ga bisa tersambung sama petugas malah di matiin
telpon nya, lewat chat bot website ga bisa yaudahlah caranya biar gampang dateng ke kantor KPP

Minta efin gagal terus apk payah

3 1 buruk

Loginya pas pengisian nik/npw angkanya kurang 1 digit jadi gak bisa login

Data loaded Analisis Sentimen © 2023

Figure 2. Import data from CSYV file

2. Preprocessing

The raw data undergoes preprocessing to transform it into
clean data suitable for utilization. The preprocessing method
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includes case folding, removing stopwords, tokenizing, and
stemming as shown in Table 1.

Table 1. Preprocessing

Preprocessing Stages Text Transformation Results
Text Susahnya mau bayar pajak, terlalu berbelit
Case Folding
Stopwords Removal
Tokenize

Stemming

susahnya mau bayar pajak terlalu berbelit

susahnya bayar pajak berbelit

'susahnya', 'bayar', 'pajak’, 'berbelit'
susah bayar pajak belit

During case folding, capital characters "A" to "Z" in the data
are converted to lowercase letters "a" to "z". Stopwords ate often
occurting terms that are deemed insignificant in big quantities,
such as "dan", "yang", "dari", "di", etc. The objective of using it is
to enhance the text's focus on key words by removing less
essential ones. Tokenizing involves dividing text into segments
known as "tokens" for analysis, such as "numbers," "words,"
"punctuation,” "symbols," and other significant elements.
Tokenization can be used to paragraphs or sentences, however in
NLP, tokens are specifically considered as "words". Stemming is
the last stage of data preprocessing when words with affixes are
transformed into their base forms by removing prefixes, infixes,
and suffixes. Stemming is utilized on Indonesian language
evaluations using literary libraries within the Python
programming environment. Non-existent words will be
eliminated from the literature.

3. TF-IDF (Term Frequency-Inverse Document Frequency)

The TF-IDF weighting process begins by prepating the
required data using previously saved data preprocessing. Then,
read the file using pandas, which only requires the label and
review fields. To calculate TF-IDF from our data, we use the
Scikit-Learn Python library with the TfidfVectorizer module, the
result of which will be the top terms with the largest term
frequency (Figure 3).

i e(len(sorted_terms)):
sorted_terms[1][1]['tf'] = sorted_terms[i][1][ 'count'] / len(sorted_terms)

i e(len(sorted_terms)):
sorted_terms[i][1]['idf'] = np.log(len(df) / sorted_terms[i][1]["count’

e(len(sorted_terms)):
rted_terms[1][1]["tf- = sorted_terms[i][1]['tf'] * sorted_terms[i][1]['idf']

return sorted_terms

Kata Frequency T IDF TF-IDF

aplikasi 240 03342618384401114 14017985476558559 0.46856775966212455

pajak 188 0.2618384401114206 1645995508167898 0.4309848962890875

Figure 3. Word Weighting Process

4. Classification

The classification stage is the primary phase in the sentiment
analysis process. The classification process utilizes data that has
been split into training data and test data. The training procedure

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477-698X



will generate a classifier model that will be stored in a file in the
shape of a pickle. A pickle is a feature vector created by
combining each feature word with its corresponding sentiment
label. The next step involves the testing of the data using the
previously developed classifier model. The end outcome of this
procedure is the sentiment expressed in the review document,
which can be either good or negative.

The K-Nearest Neighbor (KNN) technique determines the
category of a test sample by calculating the distance or similarity
between the test sample and all training samples, identifying the
K nearest neighbors of the test sample in the training set, and
assigning the category based on these neighbors' categories.
Support Vector Machine (SVM) maximizes the margins of the
hyperplane that divides a dataset. Hyperplane computations
involve determining the margin distance to the nearest data point
from each class. Implementing KNN and SVM in Python
involves invoking the classification functions for KNN and SVM,
providing training data, and generating predictions from test data,
resulting in an array of outcomes (Figure 4-5).

knn():
knn_df = df.copy()

sorted_terms = tfidf(combined_content)
(total=len(knn_df))
1ge(1en(knn_df)):

pbar.update(1)
sentiment = @

word lexicon['wo
[@] * sorted_terms[][1]['t

t'][i] = sentiment
knn_df['1 = knn_df['s

knn_df['score'] = knn_df[ 'score'].mul(knn_df[ 'sentiment

1

X_train, X_test, y_train, y_test = train_test_split(X, y, test_si

er(n_neighbors=2)
knn.fit(X_train,

y_pred = knn.predict(X_test)

print('Accurac: , accuracy_score(y_test, y_pred))

= KNN ADMIN @
FB Data Table Akurasi : 94.10% 1: Positif 0: Negatif

D Content Label Prediksi

o Apl
1 Mending gausah bikin EFIN dah kalau lupa susah banget nyari® si EFIN, lewat apk keterangan gagal o o
ERR_SMSGW. lewat layanan telpon 1500200 coba menghubungi petugasnya ga bisa tersambung sama
petugas malah di matiin telpon nya. lewat chat bot website ga bisa yaudahlah caranya biar gampang
dateng ke kantor KPP

Minta efin gagal terus apk payah o 0

E buruk o o

a Loginya pas pengisian nik/npw angkanya kurang 1 digit jadi gak bisa login o o

Figure 4. K-Nearest Neighbor Classification Process
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* sorted_terms[j][1]['tf

['score’].apply(

e'].mul(svm_df[ ' sentiment

nt']]

st = train_test_split(X, y, te:

B ADMIN @

R Data Table Akurasi : 88.10% 1: Positif 0: Negatif

Figure 5. Support Vector Machine Classification Process

Prediction results using KNN and SVM are shown in Figure

Jumiah Prediksi

]
() (b)

Figure 6. Number of Predictions (a) KNN and (b) SVM

Figure 6 shows that the number of predictions is 152
positive data and 848 negative data for KNN, and the number of
predictions is 325 positive data, and 675 negative data for SVM.

5. Evaluation

Test evaluation of data classification using the Support
Vector Machine and K-Nearest Neighbor methods using the
confusion matrix method as shown in Table 2, with accuracy
results of 94.10% for KNN and 88.10% for SVM.

Tabel 2. Accuracy with confussion matrix

N = 1000 (data Predicted No Predicted Yes Accuracy
training: data KNN SVM KNN SVM KNN SVM
testing=80:20)

Actual No 58 2 1

Actual Yes 790 673 151 208

94.10%  88.10%
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Based on KNN and SVM accuracy testing, data on the
number of M-Pajak data predictions was obtained as in Figure 6.

= Compare

7 Positive 7 Negative

9 Akurasi KNN B9 Akurasi SVM
94.10 % 88.10 %

Figure 7. Comparison results of KNN and SVM algorithms

From Figure 7, it can be seen that KNN produces an
accuracy of 94.10% and a total of 152 positive data and 848
negative data predictions. Meanwhile, SVM produces an
accuracy of 88.10% and a total of 325 positive data and 675
negative data predictions. The difference between the KNN test
results being better than SVM is because the value of the
number of correct predictions is 941 data while SVM has 881
correct prediction data. The difference in test scores shows that
KNN is better than SVM on this dataset. One reason KNN is
better is because it can work better with smaller datasets. This is
because KNN only needs to know the distance between data
points, so it does not require a complicated training process [40].
On the other hand, SVM often requires a lot of data and a
balanced class distribution to create a perfect separating
hyperplane [41]. In this case, KNN performs better because the
dataset has little data and there is likely to be an imbalance in the
classes.

Testing training data and testing data with a data ratio of 80:
20 out of 1000 data obtained after 10x testing obtained accuracy
as in Table 3.

Table 3. Training and Testing Data Testing

Testing KNN Accuracy SVM Accuracy
1 94 88,10
2 94,10 87,90
3 93,80 87,90
4 93,70 88,10
5 93,90 88,10
6 94,10 87,90
7 94,10 88,10
8 93,90 88,10
9 93,70 88,10
10 93,50 87,90

From Table 3, it is known that the highest accuracy of KNN and
SVM is 94.10% and 88.10%, while the lowest accuracy testing
values are 93.50% and 87.90%.
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4. Conclusion

Sentiment analysis was conducted on public opinion
regarding the performance of the m-tax application system using
K-Nearest Neighbor (IKNN) and Support Vector Machine (SVM)
algorithms with a dataset of 1000 entries. Algorithms in sentiment
analysis, namely KNN; achieve an accuracy of 94.10% with 153
positive data and 847 negative data predicted. SVM achieved an
accuracy of 88.10% with 325 positive data predictions and 675
negative data predictions. There are more negative predictions
than positive ones for both the KNN and SVM algorithms,
suggesting that the M-Pajak application needs further
enhancement. The sentiment analysis application resulted in
superior KNN test outcomes compatred to SVM. The number of
valid predictions for KNN is 941, while SVM has 881 correct
predictions.

Despite the completion of this research, several limitations
remain that warrant improvement. Increasing the dataset size is
recommended to enhance accuracy, along with conducting
further experiments using varied training and test sets to improve
model performance. The use of preprocessing techniques such as
normalization and comprehensive evaluation metrics like
precision, recall, and F1-score is also advised. Future studies may
explore alternative classification methods and apply statistical
analysis to strengthen both the practical and scientific
contributions of the research.

Based on the results of the analysis showing the dominance
of negative comments, further research is needed to identify
aspects that need to be developed, both in applications, tax
services, and others. A more in-depth analysis of the content of
user comments is needed to find out the specific source of
dissatisfaction.
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