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Abstract-Indonesian Sign Language or BISINDO is an alternative language used by people who suffer from disabilities, 
especially those who have hearing impairments. This language grew and developed from the deaf community, so its 
use is based on the visual aspect. This research aims to apply Residual Networks to detect objects in the context 
of Bisindo Letter Sign Language, with the hope of increasing accuracy and efficiency in letter recognition. Object 
detection goes through 2 stages, namely feature extraction and model training. During image capture, sign language 
letters from A to Z, following BISINDO standards, are demonstrated. Additionally, hand movements for letters J and 
R are incorporated. ResNet is a type of Convolutional Neural Network (CNN) architecture that utilizes models that 
have been previously trained so that it can save the time required in the model development process. In this research, 
Residual Network (ResNet) was used for feature extraction to recognize important aspects in the Bisindo letter sign 
image, such as hand position, finger shape characteristics, and direction of movement. The research results show that 
the new dataset used as training data and test data has a fairly good ability to detect with a division of 70% train set, 
20% valid set, and 10% test set with size 640x640 with 300 epochs for the training model.
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1.  Introduction

Communication is a process in which someone 
conveys messages, ideas, or concepts to others through 
oral or verbal means, and it can be understood by both 
parties. The situation is different for children with special 
needs who are deaf, as they face barriers to hearing and 
difficulties in capturing verbal communication, which 
can be classified based on its frequency and intensity 
[1]. Individuals who are deaf interact with fellow deaf 
individuals or with the general community through the 
use of sign language. The expression of sign language 
typically involves hand movements, facial expressions, 
and body gestures that form symbols to interpret specific 
letters or words [2]. One commonly used sign language 
method is Indonesian Sign Language (Bisindo). Bisindo 
is supported by the Indonesian Welfare Movement for the 
Deaf (Gerkatin) and developed by the deaf community, 
making it a practical and effective communication system 

for the deaf in Indonesia because Bisindo originates from 
the deaf community itself [3].

Many individuals do not understand the sign 
language of their conversation partner because sign 
language is rarely used by people without disabilities. 
This becomes a limitation in communication between 
individuals with disabilities and those without disabilities 
[4]. Based on these issues, research is conducted on the 
detection of Bisindo sign language letters using residual 
networks.

The introduction of letters in BISINDO is key to 
the development of technology that supports accessibility 
and effective communication for the deaf community. 
With its distinctive hand and body movement 
representations, Indonesian Sign Language provides 
a means to convey meaning and information beyond 
verbal mediums. Standardizing the letters in BISINDO 
becomes an essential guideline that refers to the rules of 
letter and word communication using hand signs and 
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body movements. During image capture, sign language 
letters from A to Z, following BISINDO standards, are 
demonstrated. Additionally, hand movements for letters J 
and R are incorporated. Indonesian Sign Language is not 
just a communication tool but also a cultural heritage that 
binds the deaf community in the unity of its identity [5].

Research in the development of automatic Sign 
Language recognition systems reflects efforts to enhance 
inclusivity. This technology is not only about technological 
advancement but also about empowering individuals with 
hearing impairments to fully engage in everyday life, both 
in education and in the workforce. By integrating this 
technology into everyday devices, we open the door to more 
opportunities for integration and reduce communicative 
gaps between the deaf and hearing communities.

The choice of Residual Networks (ResNets) 
architecture in the development of deep learning models 
for sign language detection is based on several key reasons. 
ResNets utilize residual blocks that facilitate learning 
complex representations more efficiently. By leveraging 
residual blocks, the model can overcome challenges in 
object detection by performing convolutional layers only 
on the entire image, making it efficient for real-time object 
detection applications, especially in the context of sign 
language involving rapid movements [6] several tasks in 
computer vision have actively deployed CNN models 
for feature extraction. However, the conventional CNN 
models have a high computational cost and require high 
memory capacity, which is impractical and unaffordable 
for commercial applications such as real-Time on-road 
object detection on embedded boards or mobile platforms. 
To tackle this limitation of CNN models, this paper 
proposes a wide-residual-inception (WR-Inception.

The ability of ResNets to handle object detection 
problems is considered highly relevant. With the presence 
of shortcut connections in residual blocks, ResNets 
enable better gradient flow during training, improving the 
stability and accuracy of the model [7]. This advantage 
makes ResNets a suitable choice for developing sign 
language detection models that can be effectively integrated 
into mobile devices, providing easy and practical access for 
users. ResNets are also known for their ability to handle 
objects of various scales and sizes [8].

2.  Methods

This research begins with capturing images using 
a camera to create a diverse dataset of BISINDO sign 
language letters. Emphasis is placed on image quality to 
support accurate object detection in later stages. After 
collecting the dataset, the next step involves annotating sign 
language letter areas in each image, crucial for training the 
object detection model. The Residual Network (ResNet) 
method is used for modeling, known for addressing the 
vanishing gradient problem. The final step includes data 
evaluation using metrics like IoU, precision, recall, and 
mAP to assess the model’s performance in recognizing 
BISINDO sign language letters. mAP is the primary 

parameter for overall performance, while IoU, precision, 
and recall provide insights into detection accuracy and 
completeness.

a.  Data Collection and Annotation
In the image capture process, assistance is provided 

through the demonstration of sign language letters 
according to the BISINDO standards for all letters from A 
to Z. Specifically, two letters, J and R, are added with hand 
movements during image capture. The approach applied 
in this research is object detection with a limitation to a 
single frame.

For each class, 7 images are captured with 4 different 
outfits (subtracting 1 image for 1 outfit) as shown in Figure 
1, resulting in a total of 26 classes. The total number of 
images is 727, with a distribution of 70% (508 images) for 
the train set, 20% (147 images) for the validation set, and 
10% (72 images) for the test set. The dataset is split into 
70%, 20%, and 10% portions to prevent overfitting of the 
model and to enhance its accuracy.

The object detection data annotation process utilized 
the Roboflow platform. Roboflow is a web-based platform 
that provides various functionalities related to datasets. 
The use of Roboflow allows users to share datasets and 
efficiently process datasets. Some features implemented 
in this research include the ability to annotate or label 
objects to be detected using bounding boxes. Additionally, 
Roboflow can be used for dataset pre-processing, such 
as conversion to grayscale and automatic augmentation. 
In this case, auto-oriented with a size of 640x640 and 
automatic augmentation were employed.

Figure 1. Example Image Data for Each Character
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The entire collected image data is then annotated 
according to their respective classes. The process begins 
by selecting a folder and uploading it to Roboflow for 
annotation. The annotator then marks the areas of the 
hand shapes representing BISINDO sign language letters 
with the available bounding boxes. Subsequently, they 

are labeled according to their classes, such as ‘Letter A’ 
in Figure 2. The annotated data is then uploaded as a 
dataset, where Roboflow automatically separates it into 
the train set, validation set, and test set, as explained in 
point 1.

Figure 2. Example Annotation of Letter A Data

b.  Modeling with ResNets and Evaluation

Figure 3a. Input Diagram Method of Sign Character Classification

This research aims to create a high-quality image 
dataset containing a series of hands forming letters 
in Indonesian Sign Language (BISINDO), following 
established standards. To achieve this goal, several tools 
and specifications are used meticulously. The tools utilized 
include a Logitech Webcam and a stabilizing Tripod, 
chosen to ensure optimal image quality. 

In accordance with what has been written in Figure 
3a, scenario for capturing images is based on a selfie 
process, where subjects direct their hands to form each 
desired BISINDO letter. It is important to note that the 
entire image capture process must adhere to BISINDO 
standards, including specific movements required for 
certain letters such as J and R. In this process, an object 
detection approach is applied within a single frame to 
ensure suitability and consistency in results. Each letter 
class is represented by seven images taken with four different 

clothing options, resulting in a total of 728 images. The 
dataset is divided meticulously, with 70% used as a train set, 
20% as a validation set, and 10% as a test set. Factors such 
as adequate lighting and the correct distance between the 
camera and subject are also taken seriously. Sufficient and 
uniform lighting is key to ensuring the resulting images are 
clear and interpretable, while a consistent distance of 1.5 
meters from the camera ensures consistency in perspective 
and object size. Thus, the generated dataset is expected to 
be a valuable resource for research and development in the 
field of Indonesian Sign Language. 

Pre-processing is a vital initial step in creating 
the dataset, aiming to prepare the data for the machine 
learning model’s input requirements. Resizing the image 
dimensions to a standardized 640x640 pixels is essential 
for ensuring the model can efficiently process the images 
uniformly, enabling accurate analysis across the dataset. 
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Furthermore, data annotation is pivotal for associating 
the images with their corresponding letters, facilitating the 
model’s learning process by establishing the correlation 
between images and labels.

Data augmentation, another crucial technique, serves 
to enhance the dataset’s size and the model’s generalization 
capabilities. Within this context, converting the images to 
grayscale is employed, a common method to reduce color 
complexity and focus on the letter’s shape and texture. 
This approach aids the model in learning robust features, 
thereby improving its accuracy in recognizing letters 
amidst various colors and backgrounds. By leveraging data 
augmentation, the machine learning model can acquire a 
broader range of patterns and relationships, enhancing its 
proficiency in accurately classifying unseen data.

A Convolutional Neural Network (CNN) is a type 
of artificial neural network that is commonly used for 

image classification tasks. The CNN is made up of various 
layers that perform specific functions to extract features 
from the input data. Based on the Figure 3b, the process 
begins with a kernel, which is a small matrix that is used to 
perform a convolution operation on the input data. The 
input data is typically an image, and the output is a feature 
map that highlights the presence of certain features in the 
input data.

Hyperparameter tuning is the process of adjusting 
the hyperparameters of the CNN to optimize its 
performance. This is an important step in the CNN 
development process, as it can significantly impact the 
accuracy of the model. Pooling is another technique used 
to reduce the spatial dimensions of the feature maps, while 
retaining important information. This is done to reduce 
the computational complexity of the CNN and to prevent 
overfitting [9].

Figure 3b. Process and Output Diagram Method of Sign Character Classification

Convolution is a mathematical operation that 
combines the kernel and the input data to produce 
a feature map. The rectified linear unit (ReLU) is an 
activation function that is applied to the feature maps 
to introduce non-linearity. This is important because the 
input data is typically linear, and the CNN needs to be 
able to learn non-linear relationships.

Feature extraction is the process of extracting 
features from the input data using the CNN. The CNN 
extracts these features by applying a series of convolutions 
and pooling operations to the input data. These features 
are then used to classify the input data. The final layer of 
the CNN is the fully connected layer, which is responsible 
for producing the final classification of the input data. 
The fully connected layer uses the features extracted by 
the previous layers to determine the class of the input 
data.

The activation function is a mathematical function 
that is applied to the output of the CNN to introduce 
non-linearity. The SoftMax function is a type of 

activation function that is commonly used in the final 
layer of the CNN to produce a probabilistic distribution 
over the possible classes. This is important because it 
allows the CNN to make probabilistic predictions about 
the class of the input data.

Overfitting is when the CNN is too complex and 
learns patterns in the training data that do not generalize 
to new data. Underfitting is when the CNN is not 
complex enough to learn the patterns in the training 
data. Both of these issues can be addressed through 
hyperparameter tuning and regularization techniques. 
CNNs have a wide range of applications, including image 
and video recognition, natural language processing, and 
speech recognition. They are particularly well-suited for 
image and video recognition tasks because they are able to 
extract features from the input data that are invariant to 
translation, scaling, and rotation. In summary, the CNN 
is a powerful tool for image classification tasks, and it is 
made up of various layers that perform specific functions 
to extract features from the input data. Hyperparameter 
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tuning and pooling are important techniques for 
optimizing the performance of the CNN, and the 
activation function is used to introduce non-linearity 
into the model.CNNs have a wide range of applications, 
and they are particularly well-suited for image and video 
recognition tasks [10].

Residual Networks (ResNets), introduced in 
the 2016 paper “Deep Residual Learning for Image 
Recognition” by Shaoqing Ren, Kaiming He, Jian Sun, 
and Xiangyu Zhang, have emerged as a prominent and 
successful deep learning model. Residual learning, a key 
component of ResNets, addresses challenges in training 
deep networks by tackling the vanishing gradient problem. 
Traditional networks struggle with this issue as gradients 
diminish during backward propagation through multiple 
layers, hindering effective weight updates in early layers. 
In residual learning, “skip connections” or “residual 
connections” are introduced to enable the network to 
learn the residual mapping between input and output 
directly. By focusing on learning differences instead of 
the complete mapping, this approach facilitates easier 
optimization of weights. These skip connections pass 
through one or more layers, allowing for more direct 
gradient flow during backpropagation [11].

Figure 4. Residual Learning: Building Block

The study demonstrates that the residual learning 
architecture as shown Figure 4, effectively tackles the 
vanishing gradient problem in detecting Indonesian Sign 
Language (BISINDO) letters within a single frame. This 
success in image recognition tasks, particularly with deep 
residual networks (ResNets), is leveraged to optimize the 
performance of recognizing hand movements representing 
BISINDO letters. The implemented residual learning 
architecture in this research enhances accuracy and 
stability in single-frame object detection for BISINDO 
sign language letters. Key to its effectiveness are the skip 
connections in the residual block, aiding the model in 
discerning differences between hand representations and 
the desired BISINDO letter representations [12]. This 
approach proves to be a standard and effective choice 
for improving BISINDO sign language letter detection 
at the single-frame level. It significantly enhances 
model accuracy and stability by addressing variations 
in poses and shifts within a frame, which is crucial for 

interpreting hand movements that visually represent 
letters in sign language. The skip connections play a vital 
role in capturing differences between input and output 
representations [13], allowing the model to focus on 
detecting critical features in hand signals within a single 
frame. The inherent capability of residual networks to 
address the vanishing gradient [14] problem is pivotal for 
optimizing object detection in hands and sign language 
movements.

Intersection over Union (IoU) is a metric used to 
measure the extent to which two bounding boxes overlap. 
In accordance with what has been written in Figure 5, 
IoU is calculated by dividing the overlap area between the 
predicted bounding box and the ground-truth bounding 
box by the total combined area of both. IoU is often used 
to assess how accurate detection is in object detection 
algorithms. The higher the IoU value, the better the 
performance of the object detection. This metric helps 
determine whether detection is considered true or false in 
the evaluation of the algorithm [15].

Precision is the ability of a model to recognize only 
objects that are truly relevant or important. Precision is 
calculated by dividing the number of true positive object 
detections by the total number of positive detections 
made by the model. Precision measures the accuracy 
of the model in classifying objects as positive, meaning 
objects that are genuinely relevant or important [16]. The 
higher the precision value, the fewer objects misclassified 
as positive.

Recall is the ability of a model to detect all relevant 
or important objects. Recall calculation is done by 
dividing the number of true positive object detections by 
the total number of objects actually present in the image 
or video. Recall measures the effectiveness of the model 
in finding all relevant or important objects, regardless 
of whether the model classifies the objects correctly or 
incorrectly [17]. The higher the recall value, the more 
objects successfully found by the model.

Figure 5. The Evaluation Methods

mAP (mean Average Precision), as written in 
Equation 1, is an evaluation metric that measures the 
accuracy level of an object detection model across all 
object classes in a dataset. mAP is calculated by taking 
the average precision value for each object class. Average 
precision itself is computed by measuring the area 
under the precision-recall curve for each object class. 
mAP provides a comprehensive overview of the object 
detection model’s performance for all object classes in 
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the dataset [18] but an efficient implementation is still 
absent. Current implementations can only count true 
positives (TP’s. The higher the mAP value, the better the 
performance of the object detection model. mAP is often 
used as the primary evaluation metric in various object 
recognition contests.

                 (1)

3.  Results 

The object detection research for Indonesian Sign 
Language (BISINDO) letters in a single frame starts with 
the data training phase, utilizing the residual learning 
architecture to address the vanishing gradient problem. 
This phase focuses on learning distinctive hand-feature 
representations of BISINDO letters. Following the 
training, the resulting models are evaluated to select 
the best-performing one. Evaluation metrics include 
accuracy, precision, recall, and others relevant to single-
frame object detection.

The data training process employs ResNet 
architecture to recognize hand characteristics 
representing BISINDO letters. ResNet, with its skip 
connections, enables effective learning of differences 
between input hand images and desired outputs, 
overcoming the vanishing gradient problem. The training 
data, consisting of visual representations of sign language 

gestures, is applied to the ResNet model through 
iterations. The model adjusts by minimizing differences 
between predicted and actual labels, enhancing its 
ability to recognize and classify BISINDO letters. The 
training aims to produce an optimal model capable of 
understanding sign language letters at the single-frame 
level.

a.  Loss Classification Result
The Box Loss graph displays results from the Box 

Loss algorithm, aiming to minimize object detection 
errors below a specified threshold [19] they require 
image processing algorithms to inspect contents of 
images. This project compares 3 major image processing 
algorithms: Single Shot Detection (SSD. The analysis 
results from the figure 6, a lower Box Loss value signifies 
a better understanding of the dataset. Similarly, the 
Class Loss graph, utilizing the Class Loss algorithm, 
focuses on reducing classification errors, with a smaller 
value indicating improved dataset understanding. The 
Object Loss graph combines both object detection and 
classification errors, aiming for a minimized value to 
enhance overall understanding [20]. Analysis reveals 
decreasing trends in all graphs, signifying algorithmic 
performance improvement on the dataset. Consistent 
trends without significant points or changes imply clear 
visibility of differences between the training and testing 
phases. In summary, these results demonstrate the 
algorithm’s successful learning from the dataset. 

Figure 6. Evaluation Loss

b.  mAP Result
The analysis results from the Figure 7 provide a clear 

understanding of the ResNet model’s performance and 
influencing factors [21] systematic research on exploring 
the model performance and guiding the design of new 
convolutional neural network (CNN). An epoch in 
machine learning refers to the number of times the entire 
training dataset has been processed by the algorithm 
during training [22] algorithms that use deep learning to 
recognize faces have become more popular. The majority 
of them are predicated on extremely accurate but 
complicated Convolutional Neural Networks (CNNs). 
The model’s performance, especially in terms of mAP 
and FPS, shows a steady improvement until reaching 
epoch 200. However, after reaching its peak, there is a 

noticeable decline in performance, indicating that the 
model may struggle to sustain learning and optimization 
beyond epoch 250. Then, changes in data distribution 
have changed between epoch 250 and the next epoch, 
causing worse model performance.

The mAP, crucial for evaluating object recognition 
models in tracking, exhibits a decline after epoch 200. 
mAP, covering the overall precision of predicted objects, 
shows a decrease, while munn, calculating the precision of 
outer objects, also experience a drop. On the other hand, 
the propony and Epochs metrics, used to assess ResNet 
model performance, show consistent improvement up to 
epoch 200 but then decline. It may indicate that the model 
begins to recognize objects with very small proportions 
or detects them incorrectly. Overall, the analysis results 
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suggest that the ResNet model’s performance decreases 
after reaching epoch 250. This could be interpreted as the 

model starting to experience “forgetting” and struggling 
to maintain the proportions of predicted objects.

Figure 7. mAP Model

4.  Discussion

The exceptional performance of the Residual 
Networks, even when applied to a different sign language, 
highlights the strength and versatility of the model given a 
comprehensive and representative dataset. The high level 
of accuracy, as reflected by the PbC and mAP metrics, 
indicates the model’s ability to effectively identify and 
interpret various signs or letters within the new sign 
language. This has significant implications for the deaf 
community, as it signifies the potential for advanced 
technology to improve communication and accessibility 
in their everyday lives. A precise sign language recognition 
system can facilitate smoother interactions between deaf 
individuals and the broader community, ultimately 
enhancing access to information and services. The near-
perfect AP values observed in certain classes, such as ‘B’, 
underscore the model’s precision and reliability, which are 
essential for effective communication and understanding 
in sign language interactions. Consequently, these results 
not only demonstrate the technical capabilities of the 
algorithm but also its potential to positively impact the 
lives of deaf individuals by overcoming communication 
barriers.

5.  Conclusion

The analysis of the Box Loss, Class Loss, and 
Object Loss graphs underscores the ResNet model’s 
progressive learning from the dataset, with decreasing 
trends indicating algorithmic performance enhancement. 
However, performance peaks around epoch 200, followed 
by a decline suggesting potential struggles in sustaining 
learning beyond epoch 250, possibly due to changes in 
data distribution. This decline is reflected in metrics such 
as mAP and FPS, highlighting a potential challenge in 
maintaining object recognition precision and proportions. 
Moreover, the Precision by Class metric demonstrates 
high accuracy across various classes, with some achieving 
near-perfect scores, emphasizing the model’s proficiency 

in multi-class data. Practically, these findings imply the 
need for strategies to mitigate performance decline post-
epoch 200, possibly through continual dataset refinement 
or model adaptation techniques to prevent “forgetting” 
phenomena and maintain accuracy. Future directions 
could explore dynamic learning rate adjustments or novel 
architectures to address these challenges and sustain 
model performance over extended training periods.
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