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Abstract-The infant’s immune system requires parental attention and is recommended to be checked regularly by 
health professionals. These diseases suffered by infants are Acute Respiratory Infections (ARI), Diarrhea, Acute 
Pharyngitis, Scabies, and Allergic Contact Dermatitis (ACD). Treatment can be provided at the public health center 
(Puskesmas), although there is still a general shortage of specialist doctors and no system to help diagnose diseases 
suffered by infants. Bayes’ Theorem is a rule that uses probability to make the best decision based on available 
information. This study makes a diagnosis of the disease suffered by the baby with the aim that the disease can be 
treated early by using the Bayes’ Theorem method. Based on the scenario that babies who experience symptoms of 
cold cough, itchy, and runny nose are then calculated using the Bayes’ Theorem method, it is concluded that the 
baby is suffering from Scabies. Bayes’ Theorem method, which was tested on 30 data, was found to have an accuracy 
value of 0.89 or  89%. The infant disease expert system using the Bayes’ Theorem method makes it easier for parents 
to find out the disease in their baby so that they can take action on the symptoms that appear.
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1.  Introduction

Children are very susceptible to diseases, which 
causes anxiety for parents. Infants aged 0-12 months are 
very susceptible to diseases that can affect the process of 
growth and development [1]. According to a survey by 
the Indonesian government, the diseases and disorders 
that affect infants still revolve around perinatal diseases, 
infectious diseases, and malnutrition [2].

The infant’s immune system requires parental 
attention and it is recommended that the infant be 
checked regularly by the health care provider [3]. The 
most common diseases in infants are Acute Respiratory 
Infection (ARI), Diarrhea, Acute Pharyngitis, Scabies, 
and Allergic Contact Dermatitis (ACD) [2], [4]. Disease 
treatment can be done at the public health center 
(Puskesmas). Regulation of the Minister of Health of the 
Republic of Indonesia No. 43 of 2019 on Community 
Health Centers defines a Puskesmas as a health service 
facility that organizes public health efforts and first-level 
individual health efforts, with priority to promotive and 

preventive efforts in its working area [5]. The obstacle 
that is often encountered is that the Puskesmas still lacks 
specialist doctors and does not have a system to help 
diagnose diseases suffered by babies. An expert system 
is a system that combines human knowledge into a 
computer so that it can solve problems like experts do 
[6], [7]. A good expert system is designed to solve some 
problems by simulating someone’s work. Expert systems 
allow the general public to solve complex problems that 
can only be solved with the help of an expert [8], [9]. 
This system is used to investigate medical diagnoses or 
as an educational tool [10].A comparative analysis of 
the methods used, namely Certainty Factor, Dempster 
Shafer, and Bayes’ Theorem in the diagnosis of 
inflammatory disease of immune dermatitis in children 
by calculating the method. The results of the calculation 
are the certainty factor has the highest probability 
values of the other two methods [11]. The method used 
in designing an expert system for diagnosing acute 
respiratory tract infection in children is Bayes’ Theorem 
which is implemented based on 30 data that have been 
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tested with validation results obtained a percentage 
of 83,33% of appropriate case data and 16,67% of 
inappropriate case data [12].

The design of an expert system for diagnosing 
malnutrition in infants using the Bayes’ Theorem 
method and implemented with the accuracy value of 
manual calculations and the expert system of this study 
is 99%, so it is declared successful [13]. The Certainty 
Factor method can predict more diseases with 80% 
accuracy compared to Bayes’ Theorem with 60% 
accuracy in the analysis of expert systems for diagnosing 
diseases [14].

Expert system analysis for diagnosis of viral 
diseases uses the Bayes’ Theorem method, which can be 
implemented to help diagnose skin diseases due to viral 
infection. The results of expert and system validation 
obtained a success rate of 85% of the 20 data that had 
been tested [15]because through the skin we can feel the 
feel and the surface of an object. If the skin is attacked, 
the disease may cause many consequences, such as from 
mild itching or to severe, the skin can not feel anything. 
Based on existing problems in the community created 
an application that can help people to recognize skin 
diseases suffered, so the level of awareness will keep 
the cleanliness higher, namely the application of expert 
system of viral skin disease using bayes theorem. In this 
research will be designed a system using method bayes 
theorem this expert system will be able to produce a 
diagnosis of skin diseases and treatment that needs to be 
done. With this application of course can help people to 
recognize the illnesses that have been allegedly allegedly 
to refer to injured. Based on 20 data that have been tested 
against experts and systems, for patients affected by viral 
skin diseases were 17 patients and those not infected 
were 3 patients. As for the suitability of testing between 
the validation results of experts (doctors.

Researchers [11]–[15] have in common with this 
research the use of Bayes’ Theorem method through 
the diagnosis of various diseases. Bayes’ Theorem has 
been used to diagnose a variety of medical conditions, 
including stomach disorders [16] and skin disorders [17].

The main purpose of this research is to provide 
diagnostic results by the calculation of the Bayes’ 
Theorem method. The results of calculations using 
Bayes’ Theorem method can be used as a service for 
diagnosing diseases in infants based on their symptoms

2.  Methods

This section discusses the method used, the 
research framework which contains steps in conducting 
research, and a flowchart of the Bayes’ Theorem method 
in diagnosing infant diseases.

a.  Bayes’ Theorem Method
Bayes’ Theorem is a method based on data 

training, based on conditional probability [18], [19]. 
Bayes’ Theorem is a rule that uses probabilities to make 
the best decisions based on the available information 
[20], [21]so children have a good nutrition status. 
Nutrition status monitoring for toddlers could be done 
with Anthropometry calculations, based on 3 index, 
weight for age (WFA. Using this method has the main 
advantage of simplifying classical methods that can be 
difficult to understand [22].

The name Bayes’ Theorem comes from its 
discoverer, the Reverend Thomas Bayes from 1701 
to 1761, an English statistician, philosopher, and 
presbyterian clergyman. Bayes’ Theorem published in 
1763 completes the conditional probability theorem 
[23]–[25]. Bayes’ Theorem is a mathematical formula 
that helps calculate the probability value of the evidence 
given to generate a hypothesis value [26]–[28]. The Bayes 
is shown in  Equation 1 [16], [29].

                   (1)

where:
P(Hk|E) is the probability of the hypothesis Hk if given 
evidence E.
P(E|Hk) is the probability of the emergence of evidence 
E if it is known that the Hk hypothesis is true.
P(Hk) is the probability of the Hk hypothesis, regardless 
of any evidence.
n is number of possible hypotheses.
from the Bayes’ Theorem, it can be developed if testing 
the hypothesis appears more than one evidence, then the 
equation becomes Equation 2:

                 (2)

where:
e is old evidence.
E is new evidence.
P(H|E,e) is the probability that hypothesis H is true if 
given new evidence E from old evidence e.
P(e|E,H) is probability of the relationship between e and 
E if hypothesis H is true
P(e|E) is the probability of the relationship between e 
and E regardless of any hypothesis
P(E|H) is the probability that the evidence E appears if 
the hypothesis is known

b.  Research Framework
To achieve research objective, activities of this 

research are organized as shown in figure 1:
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Figure 1. Research framework

This research preceded a preliminary study to 
match the research problem with the proposed solutions. 
Identification of problems was conducted in the real world 
regarding the limitation of existing health infrastructure 
in underdeveloped regions. An expert system that can 
assist general health practitioners or doctors in-house in 
diagnosing infant diseases is highly required. The study 
of literature involves the investigation of similar works in 
previous research and the study of the latest technology 
and techniques in the expert system and artificial 
intelligence that potential to be implemented to solve the 
problems.

Determination of the method to be used in 
determining the infant disease is a crucial step in this 
research. A review of the literature found there are several 
methods have been implemented by previous research 
from the era of expert system to sophisticated machine 
learning system. This research adopts Bayes’ Theorem as 
an alternative method. This research designs the system 
to assist health practitioners to diagnose and determine 
infant disease using a case study that involves 120 data. 
The data are real data that were collected from Puskesmas 
Sorong between September 2021 to December 2022. 
A model of the system was built using Bayes’ Theorem 

by training 90 data out of the 120 data. The rest of the 
30 data is used for data testing. Results from the testing 
were analyzed and concluded at the end of the research 
framework. 

c.  Algorithm For Determining Infant Disease 
Using Bayes’ Theorem Method
A model of the system to assist health practitioner 

to diagnose and determine infant disease is designed as 
shown in Figure 2. 

Figure 2. Flowchart

Figure 2 shows that the model was built using 
Bayes’ Theorem. It starts by determining attributes of the 
data that will be trained. Attributes represent symptoms 
of the disease. Each data can comprise several attributes 
of symptoms and one label disease. The label of disease 
is given by an expert – a pediatrician. All attributes and 
labels of the data are transformed into binary. These 
data are fed to the calculations of probabilities in Bayes’ 
Theorem. Firstly, it is the calculation of prior and 
likelihood of disease.

The prior is determined before new data is included. 
The likelihood is determined to show the extent to which 
the data support the given hypothesis. The calculations 
to determine the prior value as shown in Equation 3.

               (3)

The calculation to get the likelihood is as shown in 
Equation 4.

               (4)

Calculations to obtain the normalization 
factor values are performed after obtaining the prior 
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and likelihood values. The calculation to obtain the 
normalizing factor values is shown in Equation 5.

            (5)

Once the value of the normalization factor has 
been obtained, the calculation is performed to obtain 
the posterior value. Mathematically, the posterior can 
be calculated using Bayes’ Theorem with equation 1 
explained earlier. Thirdly, the results obtained from the 
calculation of equation 1 are tested. Finally, the highest 
test result is concluded as the result of the diagnosis of 
infant disease.

3.  Results and Discussion

a.  Data Acquisition
The data was obtained from interviews with 

pediatricians at Puskesmas Sorong. Data acquisition 
refers to the process of collecting the data necessary to 
perform Bayes’ Theorem modeling. The acquisition 
data includes information on five diseases that can affect 
infants. It contains the patient’s ID, the age of the baby 
when suffering from the disease, the name of the disease, 
and the symptoms that appear. Training data is shown in 
Table 1.

Table 1. Acquired Data

Patient id
Age 

(Month)
Attribute Disease 

codeSOD01 SOD02 SOD03 … SOD28 SOD29 SOD30

8 1 yes no no … yes no no BS01

67 1 no no no … yes no no BS05

115 1 no no no … no yes no BS04

120 1 no no no … no no yes BS04

83 1 no no no … yes no no BS02

… … … … … … … … … …

36 53 no no no … yes no no BS03

55 54 no no no … no yes no BS04

60 56 no no no … yes no no BS04

Table 1 displays information about several 
patients, their ages in months, unique attributes 
(symptoms that the patient is experiencing), and the 
disease codes associated with them. The patient id 
distinguishes each patient from one another. Age 
(month) represents the patient’s age in months. 
Attributes (SOD01-SOD30) are characteristics related 
to the patient, such as the patient’s experienced 

symptoms. The disease code corresponds to the disease 
associated with the patient.

b.  Knowledge Base
This knowledge base was obtained from 120 infant 

disease data, concluding that there were five disease types 
and also found 30 disease symptoms. Disease types are 
shown in Table 2.

Table 2. Types of diseases

Code Types of  
diseases Description

BS01 Acute 
Respiratory 
Infection (ARI)

ARI is caused by a viral or bacterial infection in 
the respiratory tract. ARI is most often caused by a 
viral infection and most often occurs in the upper 
respiratory

BS02 Diarrhea Diarrhea is a condition when the sufferer defecates 
more often than usual and can be said to be diarrhea 
if  he defecates more than three or more times in one 
day. In addition, the feces that are excreted are also 
more watery

BS03 Acute 
Pharyngitis

Pharyngitis is inflammation of  the mucous membrane 
that lines the back of  the throat or pharynx. This 
inflammation can caouse discomfort, dryness, and 
difficulty swallowing. Pharyngitis can be caused by 
infection or no-infection
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Code Types of  
diseases Description

BS04 Scabies Scabies or commonly called sccabies is a contagious 
skin disease caused by the entry of  tiny mites into the 
outer layer of  the skin

BS05 Allergic Contact 
Dermatitis 
(ACD)

ACD is an inflammatory skin disease caused by 
allergic factors

Table 3. Disease symptoms

Code Symptom name

SOD01 Cold cough

SOD02 Dehydration

SOD03 Nasal congestion

SOD04 Cough

SOD05 Sore throat

SOD06 Phlegm cough

SOD07 Dry cough

SOD08 Stridor sound

SOD09 Sneezing

SOD10 Flu

SOD11 Watery stools that are more than four times in one day

SOD12 Thick snot

SOD13 Bitter mouth

SOD14 Shiver

SOD15 Nauseous vomit

SOD16 There are bumps or rashes in the area between the fingers, around 
the navel, anus, stomach, and folds

SOD17 Blast around the folds

SOD18 Boil

SOD19 Purulent wound

SOD20 Sore neck

SOD21 Loose feces

SOD22 Watery stools

SOD23 Shortness of  breath

SOD24 Itchy

SOD25 Bloated

SOD26 Water lute

SOD27 Itching to sores

SOD28 Fever

SOD29 Rash

SOD30 Runny nose

Table 3 describes the symptoms obtained from 
experts on Acute Respiratory Infection (ARI), Diarrhea, 
Acute Pharyngitis, Scabies, and Allergic Contact 
Dermatitis (ACD).

From the data in tables 2 and 3, it can be concluded 
that are be mentioned in Rule 1 - 5 [30].
Rule 1: IF cold cough (SOD01) is true

 AND fever (S0D28) is true
 AND watery stools (SOD22) are true
 AND nauseous vomit (SOD15) is true
 AND nasal congestion (SOD03) is true
 AND cough (SOD04) is true
 AND phlegm cough (SOD06) is true
 AND sneezing (SOD09) is true
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THEN Acute Respiratory Infection (BS01)

Rule 2: IF watery stools more than four times a day 
(SOD11) is true
 AND loose feces (SOD21) are true
 AND watery stools (SOD22) are true
 AND dehydration (SOD02) is true
 AND runny nose (SOD30) is true
 AND nauseous vomit (SOD15) is true
 AND fever (SOD28) is true
 AND bloated (SOD25) is true
THEN Diarrhea (BS02)
Rule 3: IF cold cough (SOD01) is true
 AND fever (SOD28) is true
 AND nauseous vomit (SOD15) is true
 AND dry cough (SOD07) is true
 AND stridor sound (SOD08) is true
 AND sore throat (SOD05) is true
 AND flu (SOD10) is true
 AND cough (SOD04) is true
 AND sore neck (SOD20) is true
 AND mucus cough (SOD06) is true
 AND thick snot (SOD12) is true
 AND bitter mouth (SOD13) is true
 AND shiver (SOD14) is true
THEN Acute Pharyngitis (BS03)
Rule 4: IF itchy (SOD24) is true
 AND purulent wound (SOD19) is true
 AND water lute (SOD26) is true
 AND fever (SOD28) is true
 AND There are bumps or rashes in the area between 
the fingers, around the navel, anus, stomach, and folds 
(SOD16) is true
 AND flu (SOD10) is true
THEN Scabies (BS04)
Rule 5: IF itchy (SOD24) is true
 AND rash (SOD29) is true
 AND itching to sores (SOD27) is true
 AND fever (SOD28) is true
 AND blast around to folds (SOD17) is true
 AND boil (SOD18) is true
 AND purulent wound (SOD19) is true
THEN Allergic Contact Dermatitis (BS05)

c.  Training
The training dataset of 120 cases of infant diseases 

was successfully obtained from the Puskesmas Sorong 
between September 2021 to December 2022. The dataset is 
computed using Bayes’ Theorem by first determining prior 
and likelihood. Prior refers to the initial knowledge or belief 
about a hypothesis before new data is incorporated. A prior 
can be based on knowledge, experience, or assumptions. 
The prior is very important in Bayes’ Theorem. It allows 
relevant prior information to be considered when updating 
beliefs about hypotheses based on new data.

For example, to find the prior value for disease 
Scabies (BS04), the prior calculation uses Equation 3 based 
on the information in Table 1 is.

The prior value for the five diseases discussed in this 
study are as in Table 4.

Table 4. Prior

Disease code Prior P(H)

BS01 0.26

BS02 0.18

BS03 0.17

BS04 0.19

BS05 0.21

The process continues to obtain the likelihood value 
using Equation 4. Likelihood refers to measuring how well 
the observed data fits a given hypothesis. Likelihood is a 
probability distribution describing the data’s likelihood of 
being true. 

For example, to find the likelihood values for cold 
cough symptoms due to scabies, use Equation 4 by 
referring to the data in Table 1.

Table 5 shows the probability of disease, which is 
called likelihood in Bayes’ Theorem, for five diseases out 
of 30 symptoms.

Table 5. Disease probability (Likelihood)

No Symptom 
code

Diseases code

BS01 BS02 BS03 BS04 BS05

1 SOD01 0.77 0.19 0.65 0.22 0.04

2 SOD02 0 0.24 0 0 0

3 SOD03 0.10 0 0.05 0 0

4 SOD04 0.03 0.10 0.15 0 0.04

5 SOD05 0.03 0 0.25 0.04 0

6 SOD06 0.19 0.05 0.05 0 0

7 SOD07 0.03 0 0.10 0 0

8 SOD08 0.03 0 0.15 0 0

9 SOD09 0.06 0 0.05 0 0
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No Symptom 
code

Diseases code

BS01 BS02 BS03 BS04 BS05

10 SOD10 0.10 0.05 0.05 0.13 0

11 SOD11 0.03 1.00 0 0 0

12 SOD12 0.03 0 0.05 0 0

13 SOD13 0 0 0.05 0 0

14 SOD14 0 0 0.10 0 0

15 SOD15 0.16 0.43 0.20 0.04 0

16 SOD16 0 0 0 0.35 0

17 SOD17 0 0 0 0 0.12

18 SOD18 0 0.05 0.10 0.04 0.12

19 SOD19 0 0 0 0.13 0.32

20 SOD20 0 0 0.30 0 0

21 SOD21 0 0.43 0 0 0

22 SOD22 0 0.48 0 0 0

23 SOD23 0.29 0 0 0 0

24 SOD24 0 0 0 0.74 0.68

25 SOD25 0 0.05 0 0 0

26 SOD26 0 0 0 0.35 0

27 SOD27 0 0 0.05 0.09 0.40

28 SOD28 0.77 0.62 0.80 0.48 0.64

29 SOD29 0 0 0 0.04 0.24

30 SOD30 0.03 0.14 0 0.17 0.08

The evidence or probability that the observed 
data is independent of the hypothesis is also known 
as the normalization factor. The process to obtain the 
normalization factor using Equation 5 is performed after 
the process to obtain the prior and the likelihood.  

For example, to find the value of the normalization 
factor for cold cough symptoms is.

The table displaying the normalization factor can 
be found in Table 6.

Table 6. Normalization factor

No Symptom 
code

P(E|H)P(H)
Sum

BS01 BS02 BS03 BS04 BS05

1 SOD01 0.20 0.03 0.11 0.04 0.01 0.39

2 SOD02 0.00 0.04 0.00 0.00 0.00 0.04

3 SOD03 0.03 0.00 0.01 0.00 0.00 0.03

4 SOD04 0.01 0.02 0.03 0.00 0.01 0.06

5 SOD05 0.01 0.00 0.04 0.01 0.00 0.06

6 SOD06 0.05 0.01 0.01 0.00 0.00 0.07

7 SOD07 0.01 0.00 0.02 0.00 0.00 0.03

8 SOD08 0.01 0.00 0.03 0.00 0.00 0.03

9 SOD09 0.02 0.00 0.01 0.00 0.00 0.03

10 SOD10 0.03 0.01 0.01 0.03 0.00 0.07

11 SOD11 0.01 0.18 0.00 0.00 0.00 0.18

12 SOD12 0.01 0.00 0.01 0.00 0.00 0.02

13 SOD13 0.00 0.00 0.01 0.00 0.00 0.01

14 SOD14 0.00 0.00 0.02 0.00 0.00 0.02

15 SOD15 0.04 0.08 0.03 0.01 0.00 0.16

http://journals.ums.ac.id/index.php/khif


Implementing Bayes’ Theorem... 8

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477-698XVol. 10 No. 1 | April 2024

No Symptom 
code

P(E|H)P(H)
Sum

BS01 BS02 BS03 BS04 BS05

16 SOD16 0.00 0.00 0.00 0.07 0.00 0.07

17 SOD17 0.00 0.00 0.00 0.00 0.03 0.03

18 SOD18 0.00 0.01 0.02 0.01 0.03 0.06

19 SOD19 0.00 0.00 0.00 0.03 0.07 0.09

20 SOD20 0.00 0.00 0.05 0.00 0.00 0.05

21 SOD21 0.00 0.08 0.00 0.00 0.00 0.08

22 SOD22 0.00 0.08 0.00 0.00 0.00 0.08

23 SOD23 0.08 0.00 0.00 0.00 0.00 0.08

24 SOD24 0.00 0.00 0.00 0.14 0.14 0.28

25 SOD25 0.00 0.01 0.00 0.00 0.00 0.01

26 SOD26 0.00 0.00 0.00 0.07 0.00 0.07

27 SOD27 0.00 0.00 0.01 0.02 0.08 0.11

28 SOD28 0.20 0.11 0.13 0.09 0.13 0.67

29 SOD29 0.00 0.00 0.00 0.01 0.05 0.06

30 SOD30 0.01 0.03 0.00 0.03 0.02 0.08

The posterior represents the confidence in a 
hypothesis following its updating with new data. It 
arises from the combination of the prior and likelihood. 
Mathematically, the posterior can be calculated using 
Bayes’ Theorem with Equation 1.

For example, to find the posterior value of cold 
cough symptoms of scabies is.

The table displaying the posterior can be found in 
Table 7.

Table 7. Posterior

No Symptom 
code

P(H|E)

BS01 BS02 BS03 BS04 BS05

1 SOD01 0.51 0.09 0.28 0.11 0.02

2 SOD02 0.00 1.00 0.00 0.00 0.00

3 SOD03 0.75 0.00 0.25 0.00 0.00

4 SOD04 0.14 0.29 0.43 0.00 0.14

5 SOD05 0.14 0.00 0.71 0.14 0.00

6 SOD06 0.75 0.13 0.13 0.00 0.00

7 SOD07 0.33 0.00 0.67 0.00 0.00

8 SOD08 0.25 0.00 0.75 0.00 0.00

9 SOD09 0.67 0.00 0.33 0.00 0.00

10 SOD10 0.38 0.13 0.13 0.38 0.00

11 SOD11 0.05 0.95 0.00 0.00 0.00

12 SOD12 0.50 0.00 0.50 0.00 0.00

13 SOD13 0.00 0.00 1.00 0.00 0.00

14 SOD14 0.00 0.00 1.00 0.00 0.00

15 SOD15 0.26 0.47 0.21 0.05 0.00

16 SOD16 0.00 0.00 0.00 1.00 0.00

No Symptom 
code

P(H|E)

BS01 BS02 BS03 BS04 BS05

17 SOD17 0.00 0.00 0.00 0.00 1.00

18 SOD18 0.00 0.14 0.29 0.14 0.43

19 SOD19 0.00 0.00 0.00 0.27 0.73

20 SOD20 0.00 0.00 1.00 0.00 0.00

21 SOD21 0.00 1.00 0.00 0.00 0.00

22 SOD22 0.00 1.00 0.00 0.00 0.00

23 SOD23 1.00 0.00 0.00 0.00 0.00

24 SOD24 0.00 0.00 0.00 0.50 0.50

25 SOD25 0.00 1.00 0.00 0.00 0.00

26 SOD26 0.00 0.00 0.00 1.00 0.00

27 SOD27 0.00 0.00 0.08 0.15 0.77

28 SOD28 0.30 0.16 0.20 0.14 0.20

29 SOD29 0.00 0.00 0.00 0.14 0.86

30 SOD30 0.10 0.30 0.00 0.40 0.20

d.  Testing
The testing process in this study is performed by 

determining the patient’s disease, which becomes the test 
data, using the Bayes’ Theorem model. This model was 
previously built using training data. The type of disease 
determined by the calculation of Bayes’ Theorem model 
is then compared with the type of disease determined by 
the physician, which is referred to as the label for the test 
data.

For example, for the test data of patient ID 119, 
who has a cold cough (SOD01), itchy (SOD24), and 
runny nose (SOD30), the doctor has labeled this patient 
with scabies. Implementing the Bayes’ Theorem model 
and referring to the posterior value in Table 7, the results 
can be outlined as shown in Table 8.
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Table 8. Probability on patient ID 119

No Symptom 
code

P(H|E)

BS01 BS02 BS03 BS04 BS05

1 SOD01 0.51 0.09 0.28 0.11 0.02

2 SOD24 0.00 0.00 0.00 0.50 0.50

3 SOD30 0.10 0.30 0.00 0.40 0.20

Sum 0.61 0.39 0.28 1.01 0.71

For symptom cold cough (SOD01), the patient’s 
probability of Acute Respiratory Infection (BS01) is 
0.51, while the likelihood of suffering from Diarrhea 
(BS02) is 0.09. The chances of Acute Pharyngitis (BS03) 
is 0.28, and Scabies (BS04) is 0.11. The probability of  
Allergic Contact Dermatitis (BS05) is also 0.02.

As for symptom itchy (SOD24), the patient’s 
probability of having Acute Respiratory Infection, 
Diarrhea, Acute Pharyngitis, Scabies, and Allergic 

Contact Dermatitis is 0.00, 0.00, 0.00, 0.50, and 0.50 
respectively. Similarly, for symptom runny nose (SOD30), 
the probability is 0.10, 0.30, 0.00, 0.40, and 0.20.

If we add up the probability values for the three 
symptoms, the probability of the patient having Acute 
Respiratory Infection is 0.61. The probability of the 
patient having Diarrhea is 0.39, while the probability of 
having Acute Pharyngitis is 0.28. The probability of the 
patient having Scabies is 1.01, and the probability of the 
patient having Allergic Contact Dermatitis is 0.71. Thus, 
according to the Bayes’ Theorem model calculation, 
patient ID 119 is diagnosed with Scabies due to its highest 
probability value, which is 1.01.

Therefore, the model is considered accurate in 
predicting infant diseases. To evaluate the accuracy of the 
Bayes’ Theorem method in diagnosing infant diseases, 
tests were performed on 30 patients. The test is shown 
in Table 9.

Table 9. Testing

Patient 
id Symptom Expert Bayes’ 

Theorem Accuracy

119
SOD01, 
SOD24, 
SOD30

BS04 BS04 Accurate

93
SOD10, 
SOD11, 
SOD15

BS02 BS02 Accurate

90

SOD01, 
SOD11, 
SOD21, 
SOD22, 
SOD28

BS02 BS02 Accurate

100 SOD26, 
SOD28 BS04 BS04 Accurate

31
SOD01, 
SOD08, 
SOD23

BS01 BS01 Accurate

9

SOD01, 
SOD11, 
SOD15, 
SOD28

BS01 BS02 Inaccurate

73
SOD01, 
SOD24, 
SOD28

BS05 BS01 Inaccurate

74 SOD01, 
SOD29 BS05 BS05 Accurate

78

SOD11, 
SOD18, 
SOD21, 
SOD22, 
SOD30

BS02 BS02 Accurate

58 SOD28, 
SOD29 BS05 BS05 Accurate

40
SOD01, 
SOD06, 
SOD20

BS03 BS03 Accurate
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Patient 
id Symptom Expert Bayes’ 

Theorem Accuracy

96

SOD01, 
SOD11, 
SOD15, 
SOD28

BS02 BS02 Accurate

79

SOD02, 
SOD11, 
SOD15, 
SOD28

BS02 BS02 Accurate

51
SOD04, 
SOD05, 
SOD15

BS03 BS03 Accurate

99
SOD19, 
SOD24, 
SOD28

BS04 BS05 Inaccurate

32
SOD01, 
SOD15, 
SOD28

BS03 BS01 Inaccurate

2 SOD01, 
SOD28 BS01 BS01 Accurate

117 SOD16, 
SOD26 BS04 BS04 Accurate

44
SOD01, 
SOD12, 
SOD28

BS03 BS01 Inaccurate

39
SOD01, 
SOD18, 
SOD28

BS03 BS01 Inaccurate

111

SOD01, 
SOD16, 
SOD18, 
SOD24, 
SOD28

BS04 BS05 Inaccurate

95

SOD06, 
SOD11, 
SOD21, 
SOD22

BS02 BS02 Accurate

102
SOD10, 
SOD24, 
SOD26

BS04 BS04 Accurate

67
SOD19, 
SOD24, 
SOD26

BS05 BS05 Accurate

37
SOD01, 
SOD18, 
SOD28

BS03 BS01 Inaccurate

94
SOD04, 
SOD11, 
SOD30

BS02 BS02 Accurate

21 SOD01,  
SOD28 BS01 BS01 Accurate

86

SOD11, 
SOD21, 
SOD22, 
SOD28

BS02 BS02 Accurate

101 SOD26, 
SOD28 BS04 BS04 Accurate
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Patient 
id Symptom Expert Bayes’ 

Theorem Accuracy

28 SOD07, 
SOD23 BS01 BS01 Accurate

e.  Confusion Matrix
The test results in Table 9 were tested using a 

confusion matrix. The confusion matrix is a performance 
evaluation tool commonly used in machine learning to 
describe the performance of classification models [31]. 
Confusion matrix testing is performed with a 5x5 matrix 
because there are five diseases in this study. The 5x5 
confusion matrix is shown in Table 10.

Table 10. Confusion matrix

True Label

Pr
ed

ic
te

d 
La

be
l

BS01 BS02 BS03 BS04 BS05

BS01 4 0 4 0 1

BS02 0 0 2 0 0

BS03 0 0 0 2 3

BS04 1 8 0 0 0

BS05 0 0 0 5 0

Confusion Matrix consists of four main elements, 
namely True Positive (TP) is the amount of positive data 
correctly predicted by the model; True Negative (TN) 
is the amount of negative data correctly predicted by 
the model; False Positive (FP) is the amount of negative 
data incorrectly predicted as positive by the model; False 
Negative (FN) is the amount of positive data incorrectly 
predicted as negative by the model [32].

Evaluation matrix calculations with a 5x5 confusion 
matrix such as accuracy, precision, recall, and f1-score 
are performed separately for each label. Accuracy is the 
proportion of total correct predictions from all data as 
shown in Equation 6 - 9.

               (6)

Precision is a measure of the accuracy of model’s results.

                 (7)

Recall is a measure of the completeness of model.

                (8)

F1-Score is combined measure of precision and recall, 
describing their balance.

              (9)

The scoring matrix for each label is calculated as 
follows.

1) Acute Respiratory Infection (BS01)

2) Diarrhea (BS02)

3) Acute Pharyngitis (BS03)

4) Scabies (BS04)
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5) Allergic Contact Dermatitis (BS04)

The average rating matrix can be calculated after 
calculating the rating matrix for each label. The average 
value is as follows.

The average accuracy value is 0.89, denoting 
the percentage of correctly predicted infant diseases. 
Precision has a mean value of 0.79. This indicates that it’s 
the percentage of correct out of all positive predictions 
made by the model (TP+FP). Recall has a mean value of 
0.72. This indicates that it is the percentage of correctly 
predicted positive cases out of all available positive cases 
(TP+FN). The average f1-score is 0.70, representing the 
balanced percentage between precision and recall values.

4.  Conclusion

Newman and Khon have investigated the evidence-
based diagnosis thoroughly [33]particularly those who 
are academically minded, but it should be helpful and 
accessible to anyone involved with selection, development, 
or marketing of diagnostic, screening, or prognostic tests. 
Although we admit to a love of mathematics, we have 
restrained ourselves and kept the math to a minimum 
– a little simple algebra and only three Greek letters, κ 
(kappa. The diagnosis is an integration of information 
from medical history, observation, and examination by 
clinicians, testing using a combination of knowledge, 
experience, pattern recognition, and doctor intuition 
to refine the possibilities. Research by Bours [34] 
simply explains how Bayes’ Theorem has been used for 
diagnostic processes based on evidence. It combines 
information from the prior to determine the posterior. 
The method that implements Bayes’ rules to diagnose 
disease was also elaborated in detail by several authors 
[35]. Knottnerus et. al evaluated diagnostics procedures 
and concluded that diagnostic dealing with complex 
relations of parameters and appropriate implementation 

of Bayes depend on the research questions or types of 
diseases [36]. So this paper proposes an implementation 
of Bayes’ Theorem to diagnose diseases that are usually 
suffered by infants, similar to some research conducted 
previously [37]–[39]. However, this research attempts 
to increase the effectiveness and efficacy of the model by 
using a dataset collected from real cases in Puskesmas 
Sorong. According to Knottnerus et. al, it is aimed to 
make the model generated by this study more suitable 
and applicable to be implemented in the real target, that 
in this case is in healthcare facilities in Sorong. A region 
in Indonesia that has limited expert clinicians, especially 
pediatricians.

A confusion matrix with a 5x5 matrix is shown 
in the test results of the Bayes’ Theorem method. 
The test results were performed on 30 data. 22 data 
were successfully predicted correctly and 8 data were 
not successfully predicted correctly or were predicted 
incorrectly. This test succeeded in obtaining an accuracy 
value of 0.89 or 89%.

Bayes’ Theorem method in diagnosing diseases 
suffered by infants has the advantage that the diagnosis 
does not require a weight value because the method 
performs calculations based on the probability of a 
symptom, while the drawback is that the method does 
not always produce a diagnosis according to an expert 
diagnosis, but can be considered if the symptoms 
experienced are based on available knowledge and rules.

An expert system for infant disease using Bayes’ 
Theorem makes it easier for parents to know about their 
baby’s disease so that they can take action in response to 
symptoms. Further research is expected to use different 
methods or a combination of methods, and data can be 
replicated for comparison or evaluation.
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