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Abstract-Social-media is a solution for politicians as a campaign tool because it can save costs compared to conventional 
campaigns. The 2024 Indonesian presidential election has attracted public attention, especially among social media users. 
Twitter, as one of the most widely used social media platforms in Indonesia, has become an effective campaign platform. 
Sentiment analysis is one approach that can be used to measure public opinion on Indonesian presidential candidates 
based on Twitter data. The data was collected before the declaration of candidates in March 2023 and shortly after the 
registration of presidential and vice-presidential candidates in November 2023. The data obtained amounted to 15,000 
in March 2023 collection and 11,569 in November 2023 collection and used manual labeling by linguists. After removing 
duplicated tweets, the data changed to 10,569 data with each candidate having 3,523 data for March 2023 and 4,893 data, 
with each candidate pair having 1,631 data for November 2023. The sentiment analysis classification model is determined 
using the Naïve Bayes and Support Vector Machine (SVM) methods with Term Frequency-Inverse Document Frequency 
(TF-IDF) feature extraction. Based on the data, the highest percentage of positive sentiment for the data obtained in 
March 2023 is for Ganjar Pranowo data by 77.94% and the highest percentage of negative sentiment is for Anies Baswedan 
data by 31.39%. Meanwhile, for the data obtained in November 2023, the highest positive sentiment was obtained for 
the candidate pair Ganjar Pranowo - Mahfud MD by 69.16%, and the highest negative sentiment was found in the data 
Prabowo Subianto - Gibran Rakabuming Raka by 52.12%. Words that frequently appeared in the positive sentiment for 
Ganjar Pranowo - Mahfud MD included “strong”, “corruption”, “support”, “appreciation”, and others. This research 
achieved the highest accuracy for SVM method which is 86% and Naive Bayes method which is 79%.
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1.  Introduction 

In recent years, the integration of social media data 
and sentiment analysis has emerged as a powerful tool in 
understanding public opinion and predicting election 
outcomes [1], [2]. In the context of Indonesia, a country 
with a vibrant social media landscape and a significant 
presence on platforms like Twitter, utilizing sentiment 
analysis to gauge public sentiment before and after the 

registration of presidential candidates has become a 
pertinent research focus.

Long before the scheduled registration of 
Presidential candidates, social media has been enlivened 
with talk of the Indonesian Presidential Election. Even 
the scheduled year for the 2024 Presidential Election, 
two years earlier, has been widely discussed on social 
media, especially Twitter. This study aims to explore the 
potential of sentiment analysis on Twitter data to predict 
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the outcome of the presidential election in Indonesia. 
By analyzing tweets both before and after the official 
registration of candidates, the study sought to uncover 
patterns, trends, and shifts in public opinion that could 
affect the electoral landscape. The study will utilize 
natural language processing techniques to analyze the 
textual content of tweets, categorizing them into positive 
and negative sentiments.

Understanding the dynamics of public sentiment on 
social media is crucial for political analysts, policymakers, 
and candidates themselves. This provides an additional 
dimension to traditional polling methods, offering a 
real-time and organic perspective on how the public 
perceives candidates and their platforms. Next, the study 
will explore whether there were any notable changes in 
sentiment after the formalization of candidates, shedding 
light on the impact of official candidacy on public 
perception.

As Indonesia continues to navigate its democratic 
journey, the study contributes to the growing field of 
election prediction and the use of social media data for 
political analysis. The findings may not only offer insight 
into potential election outcomes but also help inform 
candidates to connect better with voters in the digital age.

Recent research [2] on sentiment analysis used 
to analyze public opinion on his alignment with the 
Presidential candidate in the 2023 Nigerian Presidential 
Election. The alignment of the community was analyzed 
based on the sentiment obtained on Twitter (X) data with 
negative, neutral and positive class categories. Similar 
to the research topic, another study [1] analyzed public 
sentiment towards candidates for the 2023 Nigerian 
Presidential Election using LSTM, Linear SVC and 
BERT methods. 

The results of the General Election prediction based 
on sentiment analysis used using Twitter (X) data for the 
period January to March 2019 in India correspond to the 
actual election results available [3]. Other research [4] 
and the success of presidential campaigns is frequently 
attributed to SM performance. Within this new scenario, 
many methodological proposals that use SM data have 
been put forward for predicting election results. However, 
the most common approach, based on the volume and 
sentiment analysis of mentions on Twitter, has been 
frequently criticized and challenged. Thus, recent surveys 
have indicated new directions, such as the use of data from 
more than one SM platform, the adoption of nonlinear 
machine learning (ML also suggests the chances of 
predicting the outcome of the Presidential Election based 
on a social media framework using Machine Learning. 
The data comes from social media Twitter (X), Facebook 
and Instagram is more than 65,000 posts. A total of 195 
polls for presidential predictions in Latin America such 
as Argentina (2019), Brazil (2018), Colombia (2018) 
and Mexico (2018). The results showed that there was a 
high degree of accuracy in predicting the results of the 
vote for various candidates as well as providing daily 
predictions. This is better than traditional polls and 

can be applied using predictions of upcoming elections 
to similar scenarios. A similar scenario in another study 
[5] suggested that social media data can predict election 
outcomes. Analyze the correlation between social media 
performance (Facebook, Twitter (X) and Instagram) with 
the votes obtained in the election. More than 40,000 
posts from January to October 2018 in Brazil have been 
able to provide a strong correlation between the proposed 
model and the actual votes obtained.

The application of sentiment analysis requires a 
precise classification method in its case. Support Vector 
Machine and Naive Bayes are the best methods in terms 
of sentiment analysis. The Support Vector Machine was 
chosen because it excels [6] in several studies [7]-[9] in the 
case of sentiment analysis. Likewise, Naive Bayes which 
has been widely used in its application [10]-[12] because 
of its high accuracy when compared to other methods 
[13].

Finally, this study focuses on the scope of sentiment 
analysis of Twitter data in the time span before and after 
candidate registration. The sentiment analysis approach 
uses the Support Vector Machine and Naive Bayes 
methods so as to get the best model to develop on the 
issue of the Presidential Election.

2.  Methods

General Election organizers announced the 
voting schedule for the President and Vice President of 
Indonesia on February 14, 2024, and the candidates’ 
campaign schedule for November 28, 2023 to February 
10, 2024. However, each political party has conducted a 
political process to determine its own candidates. Even in 
the period from late 2022 to early 2023, candidates have 
been nominated to be presidential candidates by each 
party. This was also validated by survey agencies [14], 
candidates who have the potential to become presidential 
candidates are Anies Baswedan, Ganjar Pranowo, and 
Prabowo Subianto. 

When the General Election organizer opens 
registration for Presidential Candidates and Vice-
Presidential Candidates, the three candidates register 
with their respective Vice-Presidential Candidates. So, 
this study took data on the time span before candidates 
officially register and after officially registering with their 
spouses (Vice Presidential candidates). This was done to 
see a comparison of the potential alignment of the Twitter 
user community before and after candidate registration.

Sentiment analysis is a method to measure the 
results of the presidential election based on social media 
data. Sometimes some studies only take one time to 
assess the sentiment that occurs in an object under study. 
The study compared the two data with the timing of 
each collection before and after candidate registration. 
In addition, unbalanced data on each class can result in 
inappropriate results. Therefore, this study applies the 
use of stratified K-Fold Cross Validation to overcome 
this. The framework of this study is shown as in Figure 1.
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Figure 1. Framework for Twitter based sentiment analysis for Indonesia 2024 election

Figure 1 shows the research framework from data 
collection to research analysis and interpretation. Data 
collection will be carried out in March 2023 as many 
as 15,000 and November 2023 as many as 11,569. The 
data then goes through the preprocessing stage and is 
translated into English for manual labeling by experts. 
Weighting techniques were carried out using TF-IDF to 
then create classification models using Linear SVM and 
Multinomial Naive Bayes. Until finally an evaluation of 
the model is carried out to be further analyzed and given 
research interpretation.

Data collection is done using SNScrape in python 
programming. Users are required to have a developer 
account to retrieve data [15]. The data collected is 15,000 
tweets in April 2023. The data collected consists of several 
Twitter (X) attributes as shown in Table 1.

Table 1. Feature item description Twitter (X)

Item Description

Tweet Data Date tweet was posted Twitter (X)

Created Account The date the user joined Twitter (X)

Username and 
User ID

Username naming on Twitter (X) and ID

Following and 
Followers

Number of  Accounts Followed and Who 
Followed

Tweet Count Number of  posts on Twitter (X)

Tweet Location
Name of  the location where the tweet was 
posted

Tweet The Twitter (X) post

An important part is to clean raw data [16] and 
reconstruct text into a more processable form for machine 
learning algorithms [17]. Preprocessing has stages such as 
tokenization, stop word removal, lower case conversion, 
stemming, removing number, etc. [18] everyone is 
expressive in one way or other. Many social websites 
and android applications whether being Facebook, 

WhatsApp or Twitter, in this highly advance and the 
modernized world is flooded with views and data. One of 
the most global and popular platforms is Twitter. This is 
seen as the main source of sentiments where almost every 
enthusiastic or social person tends to express his or her 
views in form of comments. These comments not only 
express the people but also give the understanding of their 
mood. Text present on these medias are unstructured in 
nature, so to process them firstly we need to pre-process, 
six pre-processing techniques are used and then features 
are extracted from the pre-processed data. There are so 
many feature extraction techniques such as Bag of Words, 
TF-IDF, word embedding, NLP(Natural Language 
Processing. This research uses stages such as case folding, 
tokenizing, stop word removal, normalization and 
stemming on preprocessing data.

Term Frequency - Inverse Document Frequency 
(TF-IDF) is a weighting method used to calculate the 
value of each word in the entire document. The formula 
for TF-IDF is in Equation 1 – 3 [19].

                     (1)

                   (2)

                    (3)

TF indicates the number of occurrences in the 
corpus (Function 1). The IDF is a measure of the 
importance of an entire corpus term. It consists of the 
calculation of the logarithm of the inverse relationship 
of corpus documents (Function 2). The weight of the 
TF-IDF is calculated by multiplying the two (Function 
3). The greater the weight indicates the more important 
words are relevant on the corpus [20] a rule-based 
sentiment analysis lexicon and the Term Frequency-
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Inverse Document Frequency weighting method. These 
three (input.

 Naive Bayes is a machine learning algorithm 
with a probabilistic approach, relying on Bayes’ Theorem, 
and commonly employed for classification purposes [21]. 
Naive Bayes has the lowest error rate when compared to 
other classifier algorithms [22]. This algorithm is based on 
Bayes’ theorem formula in the Equation 4

                    (4)

The equation (Function 4) outlines how to compute 
the probability of hypothesis A given condition B. This 
formula incorporates the initial class probability P(A) 
derived from training data, the conditional probability of 
attribute distribution P(A|B), and the initial probability 
within each class P(B|A) * P(B).

Support Vector Machine (SVM) is a very effective 
algorithm in advanced machine learning [23]notably 
from climate change and, for that purpose, remote 
sensing is routinely used. However, identifying specific 
crop types, cropland, and cropping patterns using space-
based observations is challenging because different crop 
types and cropping patterns have similarity spectral 
signatures. This study applied a methodology to identify 
cropland and specific crop types, including tobacco, 
wheat, barley, and gram, as well as the following cropping 
patterns: wheat-tobacco, wheat-gram, wheat-barley, and 
wheat-maize, which are common in Gujranwala District, 
Pakistan, the study region. The methodology consists of 
combining optical remote sensing images from Sentinel-2 
and Landsat-8 with Machine Learning (ML. The goal of 
the SVM for planning a hyperplane is ideal and is called 
a decision limit using the distance between the closest 
samples [24]. In addition, SVM is highly dependent 
and easier to implement using TF-IDF to calculate 
weights on documents [25]text summarization process 
diminishes the redundant information and retrieves the 
useful and relevant information from a text document 
to form a compressed and shorter version which is easy 
to understand and time-saving while reflecting the main 
idea of the discussed topic within the document. The 
approaches of automatic text summarization earn a 
keen interest within the Text Mining and NLP (Natural 
Language Processing. The kernel function in SVM 
is a linear segmentation in the feature space for large 
amounts of undifferentiated data that indirectly affects 
the performance of SVM classification [26]. SVM Linear 
has the best accuracy compared to other kernels [27]. The 
linear SVM test in Equation 5 [28].

                   (5)

w is the weight vector, x is the feature vector, and b is the 
bias.

Measuring models in machine learning is critical 
[29] namely Convolutional Neural Network (CNN. 
Cross validation (K-Fold) is a method for evaluating 
predictions to training and testing samples. The data 
partition will perform partial testing and partial training 
so that it will be repeated for a certain time to determine 
errors each time [30]. However, there is an unbalanced 
division of each data in the class so that the solution to 
the problem is stratified [31]. Stratified K-Fold Cross 
Validation is a method of collecting data into k-folds to 
provide a similar proportion of classes in each sample 
[32]the solution to many practical problems relies 
on machine learning tools. However, compiling the 
appropriate training data set for real-world classification 
problems is challenging because collecting the right 
amount of data for each class is often difficult or even 
impossible. In such cases, we can easily face the problem 
of imbalanced learning. There are many methods in the 
literature for solving the imbalanced learning problem, 
so it has become a serious question how to compare 
the performance of the imbalanced learning methods. 
Inadequate validation techniques can provide misleading 
results (e.g., due to data shift. Evaluation methods for 
classification are used. Accuracy, Precision, Recall, and 
F1 scores proved useful for confusion matrices [24]. Each 
formula is shown in equations 6, 7, 8, and 9, respectively.

                  (1)

                   (2)

                   (3)

               (4)

TP shows a positive result, FP shows a false positive 
result, TN shows a negative result and FN shows a false 
negative result.

3.  Results

The political map in the 2024 Indonesian 
presidential election is projected using several approaches. 
This study determines the sentiment and interpretation 
of research for projected election results based on 
comparative data before and after official registration of 
candidates. 

http://journals.ums.ac.id/index.php/khif


Prediction of Presidential... 40

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477-698XVol. 10 No. 1 | April 2024

a.  Sentiment Comparison

(a) Pre official registration candidates (b) Post official registration candidates
Figure 2. Comparison of sentiment pre and post official registration candidates

Figure 2a and 2b shows a comparison graph 
between the data with the collection before official 
registration and after the official registration of each 
candidate. After official registration, each candidate 
has determined the candidate for Deputy with their 
respective coalitions. The results of the data showed with 
the time of collection before registration with the largest 
percentage of positive sentiment, namely Ganjar Pranowo 
as much as 77.94% and the largest negative sentiment, 
namely Anies Baswedan as much as 31.39%. Meanwhile, 

after registration, the Presidential Candidate and Vice 
President pair with the largest positive sentiment were 
Ganjar Pranowo and Mahfud MD at 69.16%. While the 
biggest negative sentiment was on Prabowo Subianto and 
Gibran Rakabuming Raka by 52.12%. 

Based on the sentiment graph obtained, the 
common words that emerge from each data for the most 
positive sentiment and the most negative are shown in 
Figure 3.

(a) Negative sentiment in pre-registration data (b) Positive sentiment for pre-registration data

(c) Negative sentiment in post-registration data (d) Positive sentiment for post-egistration data
Figure 3. Word cloud of sentiment pre and post official registration candidates

Figure 3a – 3d shows a comparison of the set of 
words at the discussion before and after each candidate’s 
official registration. Data displayed before official 
registration for the largest negative sentiment (Figure 
3a) is found in Anies Baswedan data 31.39% and the 
largest positive (Figure 3b) in Ganjar Pranowo data 
77.94%. Words that contain negative sentiments in Anies 
Baswedan’s data are shown such as the words “failed”, 

“change”, “fear”, “down”, and other words. While the 
positive sentiment in Ganjar Pranowo’s data shows 
the words “reward”, “support”, “hopefully”, “prayer”, 
and other words. Meanwhile, the data after registration 
showed the highest collection of negative words for 
Prabowo Subianto - Gibran Rakabuming Raka data 
at 52.12% (Figure 3c) and the most positive for Ganjar 
Pranowo - Mahfud MD data at 69.16% (Figure 3d). A 
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collection of words that appear in Prabowo Subianto – 
Gibran Rakabuming Raka data such as “child”, “eldest”, 
“mk”, “young”, and other words. While the data on 
Ganjar Pranowo – Mahfud MD contains words such as 
“strong”, “corruption”, “support”, “reward”, and other 
words.

b.  TF-IDF
TF-IDF plays a role in giving values in the form 

of weights as input into the model. Figure 4 shows a 
snapshot of TF-IDF on data.

Figure 4. Results TF-IDF

Figure 4 illustrates the outcome of computing TF-
IDF for every word within the document. The word’s 
weight is established by its frequency, and TF reflects its 
occurrence rate. IDF evaluates the uniqueness of words 
in the document, and the resultant TF-IDF is utilized 
as input for the classification model in each respective 
method. 

c.  Stratified K-Fold Cross Validation
The distribution of training and testing samples on 

each data is divided as Figure 5.

Figure 5. Training and testing size per fold (Stratified K-Fold)

Figure 5 shows the distribution of training and 
testing samples on each fold. The distribution of the 
sample is done using random state based on the number 
of folds available. The number of folds used is 10-fold.

d.  Naïve Bayes
The Naïve Bayes Multinomial classification 

method is used to form a model of each data obtained. 
The data compared is data before the official registration 
of candidates and after the official registration of 
presidential candidates with the Vice President. The best 
model for the two data sets is shown in Figure 6 using a 
fold of 10.

(a) Before registration

(b) After registration
Figure 6. Curve accuracy for each fold of Naïve Bayes

Figure 6a and 6b shows a graph of the best accuracy 
results for the Naive Bayes model from each data before 
and after registration for the three candidates. Figure 6a 
shows the data for the best Naive Bayes model before 
the official registration of the presidential and vice-
presidential candidates. The best model obtained is on 
Ganjar Pranowo data on fold 5 with 80% accuracy. While 
the best Naive Bayes model after the official registration 
of the presidential and vice-presidential candidates is 
shown in Figure 6b. The best data shown is on the Ganjar 
Pranowo - Mahfud MD pair in fold 5 with 79% accuracy.

e.  Support Vector Machine
The Linear Support Vector Machine method is 

used to form a classification model from two different 
data comparisons. The value of parameter C used for 
Support Vector Machine in this study is 0.1, 1, and 10 
with a fold number of 10. Figure 7 shows the comparison 
of data between before (Figure 7a) and after registration 
(Figure 7b) for each candidate using the SVM linear 
method.
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(a) Before registration

(b) After registration
Figure 7. Curve accuracy for each fold of Support Vector 

Machine

Figure 7a and 7b shows a graph of the best model 
for classification using linear SVM with each candidate’s 
data before and after candidate registration. The 
best accuracy was obtained in the data before official 
registration, namely Prabowo Subianto (Figure 7a) at 
fold 4 with C=1, which is 86%. Meanwhile, the data after 
official registration obtained the best accuracy, namely 
the Ganjar Pranowo – Mahfud MD (Figure 7b) pair at 
fold 9 with C = 10, which is 86%

f.  Evaluation
Comparison of Linear SVC and Multinomial 

Naive Bayes methods between data obtained before 
official registration and data obtained after the official 
registration of candidates. The method comparison 
on pre-registration data is illustrated with an example, 
using the data with the best accuracy, which is Prabowo 
Subianto’s data with a Linear SVC accuracy of 86%, as 
shown in Figure 8.

Figure 8. Comparison for Linear SVC and Multinomial Naïve 
Bayes for Prabowo Subianto (Pre-Registration)

Figure 8 shows the comparison between the two methods 
on Prabowo Subianto data. The accuracy of each class 
(positive and negative) for both methods was obtained by 
comparing model evaluations such as accuracy, precision, 
recall, and F1-Score. The accuracy for Linear SVC was 86% 
and Multinomial Naive Bayes was 75%.
The comparison of the two methods on the data obtained 
after the official registration of the respective candidates 
with pairs namely Presidential and Vice-Presidential 
Candidates is shown as Figure 9. The example shown is the 
Ganjar Pranowo - Mahfud MD data with the best accuracy.

Figure 9. Comparison for Linear SVC and Multinomial Naïve 
Bayes for Ganjar Pranowo – Mahfud MD (Post-Registration)

Figure 9 shows the comparison between Linear 
SVC and Multinomial Naive Bayes methods on 
Ganjar Pranowo - Mahfud MD data obtained after the 
registration stage. The best accuracy obtained on Linear 
SVC is 86% and Multinomial Naïve Bayes is 79%. 

g.  Analysis
Among the two methods used, SVM has a higher 

average accuracy than Naïve Bayes. However, the SVM 
method has a longer computational speed, in contrast 
to Naïve Bayes which can do it quickly [33][34]. The 
accuracy of the Naïve Bayes method is lower than SVM 
because this method only requires small data in training 
[35]. Whereas the SVM method has good performance 
when used on large data [36]. The high accuracy results 
of SVM indicate that this method does not overfit [28], 
making it suitable for sentiment analysis approaches [37]
[38] with large and pertinent data for political content of 
presidential elections [39].

4.  Discussion

Every election contestant, especially the presidential 
election, must carry out a campaign process. Campaigns 
are carried out to increase the popularity of candidates 
[40]. The popularity of candidates is shown in the 
mention of the number of words contained in the data 
obtained as in Table 2.
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Table 2. Common Words

Common 
Words (Pre-

Registration)

Count (Pre-
Registration)

Common 
Words (Post-
Registration)

Count (Post-
Registration)

anies 3,695 anies 1,273

prabowo 3,533 ganjar 1,228

ganjar 2,272 mahfud 1,223

- - prabowo 939

- - gibran 852

- - muhaimin 483

Table 2 shows the common words that appear in 
the data by specializing in the names of Presidential 
candidates for data before registration and data of 
Presidential candidates and Vice-Presidential candidates 
for data after registration. The most common words that 
appear in the data before registration are anies as much as 
3695, Prabowo as much as 3533, and ganjar as much as 
2272. While the data after registration obtained the most 
words mentioned were anies as much as 1273, ganjar as 
much as 1228, mahfud as much as 1223, prabowo as 
much as 939, gibran as much as 852, and muhaimin as 
much as 483.

The performance of sentiment analysis is highly 
influenced by the method and data used [41]especially 
among social media users. Twitter, as one of the widely 
used social media platforms in Indonesia, functions as 
an effective campaign forum. However, the problem 
that arises is how to automatically collect social media 
data related to presidential discussions and provide 
conclusions on the analysis results. Of course, this is not 
easy if done manually. Sentiment analysis is one approach 
that can be used for this in order to draw conclusions 
and analysis related to the available data. Data was 
collected shortly after the registration of presidential and 
vice-presidential candidates in November 2023. This 
study aims to obtain sentiment results from the latest 
data obtained, get the best model from the Naive Bayes 
method, to conduct analysis in predicting presidential 
election results based on sentiment. However, at the 
time of data collection, candidate numbers had not 
been assigned by the Election organizers. The obtained 
data amounted to 11,569 records using the Valence 
Aware Dictionary for Sentiment Reasoning (VADER. 
However, the accuracy of the model is greatly influenced 
by factors such as the preprocessing used, parameters, and 
classification algorithms [42].

Projections of the results of the upcoming 
Indonesian Presidential Election based on the sentiment 
analysis approach can be misinterpreted because they have 
not been able to control bot/computer accounts and paid 
users/fake accounts. In addition, the limitations of the 
data used have not been able to accommodate based on 
the population or sample number of voters in Indonesia. 
However, this research can be a recommendation and a 
deeper review of the effect of sentiment analysis on the 

results of the 2024 Indonesian Presidential election when 
compared to actual results. 

This research can also be implemented in other 
countries besides Indonesia with the concept of 
democratic presidential elections. Because some countries 
also apply the same General Election/Presidential 
Election system so that this research can be a reference 
to be applied to countries with the same election system. 
Especially countries that actively use social media as a 
campaign tool, this research can be developed with the 
same case.

5.  Conclusion and Future Works

This study collected data on Twitter in March as 
many as 15,000 (before official registration) and November 
as many as 11,569 Tweets (after official registration). Data 
cleaning stages used such as case folding, tokenizing, 
stop word removal, normalization, stemming, and drop 
duplicated with the aim of facilitating the classification 
process. Labeling of the Tweets into positive and negative 
classes was done. This stage uses the VADER technique 
to proceed to the TF-IDF process which is useful for 
determining the value of word frequency in a document to 
help the method classification process. The classification 
methods used are SVM and Naïve Bayes with the division 
of test and training data samples using stratified K-Fold to 
anticipate data imbalance between classes. The validation 
models used are precision, recall, f1 score and accuracy. 
Based on data obtained before official registration, the 
largest percentage of positive sentiment was obtained, 
namely Ganjar Pranowo as much as 77.94% and the 
largest negative sentiment was Anies Baswedan as much 
as 31.39%. Whereas in post-registration, the presidential 
and vice-presidential pairs with the largest positive 
sentiment were Ganjar Pranowo and Mahfud MD at 
69.16% and the largest negative sentiment was Prabowo 
Subianto and Gibran Rakabuming Raka at 52.12%. The 
best accuracy on data before registration using SVM is 
86% and Naïve Bayes is 75%. While the data obtained 
after official registration obtained the best accuracy using 
SVM was 86% and Naïve Bayes was 79%. This proves that 
both methods are reliable for sentiment cases on the topic 
of presidential elections.
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