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Abstract − People who speech impaired that uses body movements to deliver information. In everyday life, it is not
uncommon for people with disabilities to communicate with normal people who do not understand the meaning of what is
delivered. One example is when a speech-impaired person wants to order food at drive-thru service fast food restaurant,
the seller must have special skills to understand what is being delivered. In this paper, we will discuss the application of
the Viola Jones algorithm for hand gesture detection systems in drive-thru service fast food restaurant. The Viola Jones
algorithm was proposed because the algorithm is the most famous and best choice of gesture classifier for detecting hands in
real time based on the accuracy speed. The system is able to translate the given gestures, data enters Firebase as a real time
database, sellers can find out the total shopping through the cashier application. The system cannot translate the gesture if
the given hand is not completely in the specified area of the box. Based on testing on 10 different respondents, the system
can detect hand gesture with an average system success of 92,01%.

Keywords − Hand gesture recognition; Viola-Jones algorithm; Speech-impaired communication; Real-time detection;
Drive-thru service.

I. INTRODUCTION

COMMUNICATION is one of the essential aspects
of social life. Language serves as a medium to fa-

cilitate smooth communication. However, not everyone
can communicate verbally due to certain limitations,
one of which is speech impairment. Speech impairment
is a condition where an individual has difficulty com-
municating due to speech disorders, either in language
or sound [1]. Individuals with speech impairments use
sign language, which employs body movements to con-
vey information. In everyday life, it is not uncommon
for people with speech impairments to communicate
with normal individuals who may not understand the
meaning of the signs being conveyed.

One example is when a speech-impaired person
wants to order food at a drive-thru service in a fast-
food restaurant. The seller must have special skills to
understand what is being conveyed. In an era where
technology is rapidly advancing, an automatic hand
sign language translator can be a practical solution.
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This system can be realized in various ways, one of
which is through image processing.

Image processing is the application of computa-
tional transformations to images, such as sharpening,
contrast adjustment, and more [2]. Many studies utilize
image processing to solve various problems, includ-
ing: detecting diseases in banana trees [3], detecting
surface cracks in concrete structures [4], identifying
types of brain tumors [5], detecting fire [6], recogniz-
ing emotions based on facial recognition [7], verifying
handwritten signatures [8], detecting mask usage [9],
identifying industrial machine errors [10], and many
others. On the other hand, numerous studies have dis-
cussed hand sign language translators for various pur-
poses, but variables such as background, camera angles,
and lighting still pose challenges.

Hanwen Huang et al. researched a fast and ro-
bust method for hand sign recognition based on RGB
video by detecting skin color, extracting contours, and
segmenting hand regions [11]. Additionally, previous
research presented a real-time hand sign recognition
system based on near-infrared devices, which directly
analyzed infrared images to infer static and dynamic
gestures without using skeletal information [12]. Hand
sign recognition is also used as an essential part of
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Human-Computer Interaction, providing an approach
for two-way interaction between computers and users
[13].

Based on the above description, this paper dis-
cusses the implementation of the Viola-Jones algorithm
for a hand sign language translation system in drive-
thru fast food restaurants. The Viola-Jones algorithm,
introduced by Paul Viola and Michael Jones [14], is
proposed because it is not only used for face detection
but also the most famous gesture classifier [15]. The
algorithm is the best choice for detecting hand signs in
real-time based on its accuracy and speed, taking no
more than 40 ms [16] [17]. The system works by trans-
lating hand gestures into data using the Viola-Jones
algorithm when a speech-impaired person orders food.
After the hand sign is translated, the data enters Fire-
base as a real-time database, and the seller can deter-
mine the total purchase through a cashier application.
The system’s output is a printed receipt, facilitating
transactions for speech-impaired individuals.

The paper is presented in several sections: intro-
duction, research methods, research results and discus-
sion, and conclusion.

II. RESEARCH METHODS

The Viola-Jones algorithm combines shapes and edges,
features, template matching, and other statistics with
AdaBoost. Haar-like features are used to calibrate fea-
tures, and feature evaluation is accelerated by integral
images. Adaboost filters the cascade classifier to elimi-
nate non-object images and improve accuracy.

i. Haar-like Features

Haar-like features are classified into three categories:
edge features, line features, and diagonal features,
which are combined into feature templates. There are
white and black matrices in the feature template, and
the eigenvalue of the template is defined as the sub-
traction of the white rectangle pixels and the black
rectangle pixels. Haar eigenvalues reflect changes in
the grayscale of an image.

ii. Integral Image

Haar feature calculations are performed by summing
all pixels in a rectangular region. The Viola-Jones
detection algorithm uses the concept of integral images.
The sum of pixels in all regions of the image can be
obtained in a single image pass, significantly increasing
the computational efficiency of eigenvalue calculations.
Figure 1 shows an integral image where the value at the
first point is the sum of pixels from A, while the third

point is the sum of pixels from A and C, and so on.

Figure 1: Integral image

iii. Adaboost

Adaboost is an algorithm capable of performing fea-
ture selection and classification simultaneously. The
Adaboost algorithm is iterative and can eliminate some
unnecessary training data features, activating only the
primary training data.

iv. Cascade Classifier

In the cascade classifier architecture, all rectangular
features are divided into several groups, each contain-
ing some rectangular features used at each stage of the
cascade classifier. Each stage of the cascade classifier
determines whether the area is the desired object or not.
If yes, it proceeds to the next, more complex classifier
stage [18].

Figure 2: System model
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The system model for translating hand signs for
speech-impaired individuals at drive-thru fast food
restaurants is shown in Figure 2. When a speech-
impaired individual arrives to order food, they show
hand gestures to the camera. The system can read six
hand gestures, which include: the first gesture means
burger, the second means chicken, the third means a
5-piece chicken meal, the fourth means rice, the fifth
means ice cream, and the sixth means next. The next
gesture functions to send the order data to the database.
If someone wants to order a burger and chicken, they
must give the burger gesture, then the next gesture, fol-
lowed by the chicken gesture, and the next gesture. The
system records the ordered menu as data and forwards
it to a real-time database. Once the data is entered, the
ordered menu will be processed in the cashier applica-
tion and generate the total payment, which can be seen
by the admin at the next counter. The admin prints out
the receipt and gives it to the customer for payment.

Figure 3: Main image processing steps

Figure 3 shows the image processing steps in the
system, consisting of three main processes: image ac-
quisition, pre-processing, and feature extraction [19].
Image acquisition is the process of capturing hand
images in real-time. The next step is pre-processing
using the Viola-Jones algorithm. The output of pre-
processing is the classification of the image as either a
hand or not. If the classification output is a hand image,
the next step is feature extraction, aiming to recognize
hand characteristics by extracting hand features.

Start

Haar Like Feature

Integral Image

Adaboost

Cascade Classifier

Stop

Figure 4: Pre-processing steps

The pre-processing steps for hand detection in

detail are shown in Figure 4. The initial stage in the
Viola-Jones algorithm is converting the image color
from RGB to black and white, referred to as Haar-
like Features [20]. The hand image is converted to
white, while the background is converted to black, as
illustrated in the program snippet in Figure 5. The
lower skin is intended to convert the background color
to black, while the upper skin converts the hand skin
color to white.

Figure 5: Haar-like Feature program snippet

The next stage is Integral Image to accelerate the
calculation process, given that many features exist in
an image. After the Integral Image process, Adaboost
is used for the hand and background in the input image.
The final part is the Cascade Classifier, which classifies
the input image as a hand or not. The pre-processing
also includes dilation using an elliptical kernel and
blurring to help reduce noise. Figure 6 shows the image
during the pre-processing stage.

Figure 6: Pre-processing stage image

The feature extraction stage involves extracting
information from an image. The feature extraction flow
is shown in Figure 7. First, the object’s edges are de-
termined and defined as hand contours, illustrated in
the program snippet in Figure 8. Next, the fingertips
are determined, represented by Hull points found using
the Convex Hull algorithm. Additionally, finger de-
scriptions are represented by defect points, found using
Convexity Defects. Convexity Defects returns an array
where each row contains values such as start point, end
point, and farthest point.

The next step is to calculate the finger length using
equations as shown in the program snippet in Figure 9.
In addition to calculating finger length, the feature ex-
traction also includes calculating the distance between
fingertips, referenced in Equation 1.

d =
2 ·ar

a
(1)

The calculation continues with determining the
angle between fingers using the variables a, b, and
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Start
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Stop

Figure 7: Feature extraction flow

Figure 8: Contour program snippet

Figure 9: Finger length program snippet

c obtained while calculating the finger length. The
relationship between the variables a, b, and c can be
explained in Figure 10.

Figure 10: Relationship of variables a, b, and c

In trigonometry, the cosine law relates the lengths
of the sides of a triangle to the cosine of one of its
angles. Based on Figure 10, the cosine law states thatα
is the angle between sides a and b, opposite side c.
Therefore, to determine the length of side c, refer to
Equation (2). Equation (3) is used to determine the
angle α .

c =
√

a2 +b2 −2ab · cos(α) (2)

α = cos−1
(

a2 +b2 − c2

2ab

)
(3)

The angle between fingers is determined by refer-
encing Equation 3 and the program snippet shown in
Equation (4).

angle = cos
(

b2 + c2 −a2

2×b× c

)
×57 (4)

Once the hand sign has been determined, the next
step is to use the if command to translate the hand
sign into the ordered menu. Each menu has JSON data
containing the menu, price, and quantity. Each piece
of data will be stored in the tmp menu variable. When
the program detects the next sign, it will automatically
send the tmp menu variable to the send function. If no
menu is selected before the next sign, no menu will be
sent to the database, where the real-time database used
is Firebase.

Figure 11: Firebase display

Based on Figure 11, the current data shows the
active order data. If the cashier application has already
saved the data, the status will change to off. When
a new order is placed, the current data will change
according to the new order. The current data contains
a randomly generated code. The tmp contains the data
currently being recorded. The order data contains a
collection of previously completed orders.

Figure 12: Dashboard menu display
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In the cashier application, there are two menus,
namely dashboard and orders, as shown in Figure 12.
The dashboard menu contains the total orders that have
been placed and the total revenue. Figure 13 shows
the menu used to print the summed order receipt, mak-
ing it easier for speech-impaired individuals to make
payments.

Figure 13: Data to be printed

III. RESULTS AND DISCUSSION

The implementation of the hand sign language trans-
lator in drive-thru fast food restaurants was tested by
simulating the order process, where the input is hand
signs through a camera and the final output is a printed
receipt. For example, if a customer wants to order
chicken and a burger, the process occurring in the sys-
tem sequentially is shown in Figure 14.

Figure 14: Input is the ”next” hand sign/gesture to continue
the order (left), Input is burger hand sign/gesture
(middle), Input is the ”next” hand sign/gesture
to send data to the database (right)

i. Testing Hand Signs Against Light Intensity Changes

The purpose of the test is to determine the effect of light
intensity when giving hand signs on the translation re-
sults. The test was conducted using two scenarios. The
first scenario was carried out with a light intensity of
55 lux, while the second scenario was conducted with
a light intensity of 71 lux, with data collection for each
gesture 30 times. The test results are shown in Figure
15. Based on the displayed graph, it can be seen that
changes in light intensity affect the translation results,
evidenced by the difference in success rates between
scenario 1 (55 lux) and scenario 2 (71 lux). From the
two test scenarios, all hand signs have a success rate of

above 90%. The average success rate for scenario 1 is
93.33% and for scenario 2 is 95.56%. Therefore, it is
concluded that light sources with intensities of 55 lux
and 71 lux can be used for hand sign translation. The
minimum and maximum light intensity values are not
discussed in this paper due to the limited variation of
light sources that can be used.

Figure 15: Test results for light intensity changes

ii. Testing Hand Signs Against Distance Changes

The test was conducted to determine the effect of dis-
tance changes between the hand and the camera on the
system’s ability to translate signs/gestures. As before,
the test was conducted for two different conditions,
namely distances of 50 cm and 60 cm. Data collection
for each gesture was conducted 30 times. Figure 16
shows the test results of hand signs against distance
changes, where each gesture has a relatively similar
success rate except for the ice cream gesture. When
the test distance is 50 cm, the average success rate
for translating the ice cream gesture drops sharply to
16.67%. The average success rate for a distance of 50
cm is 67.88% and for a distance of 60 cm is 96.11%.
Therefore, it is concluded that at a distance of 60 cm,
hand sign translation can be carried out. The minimum
and maximum distance values are not discussed in this
paper.

Figure 16: Test results for distance changes
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iii. Testing Hand Signs Against Angle Changes

The test of hand signs against angle changes was car-
ried out using a light intensity of 71 lux, a distance
of 60 cm, a white background, and with angles of 0°,
45°, and 90°. The angle change referred to is the an-
gle formed between the camera position and the hand,
where the hand rotates to the right and/or left. For each
hand sign, data was collected 30 times, resulting in the
data shown in Table 1. The test results show that the
highest average success rate is when the angle formed
is 0°, which is 96.11%, followed by 45° and 90°. This
is because the hand object is directly facing the cam-
era, making the detection and translation process easier.
Conversely, when the angle formed between the camera
and the object is 90°, the detection and translation pro-
cess becomes more difficult, with an average success
rate of 74.44%.

Table 1: Test results for angle changes

Hand Sign 0° 45° 90°

Burger 96.67% 90% 16.67%
Chicken 96.67% 96.67% 96.67%
5-piece Chicken Meal 100% 83.34% 86.67%
Rice 93.34% 86.67% 86.67%
Ice Cream 96.67% 76.67% 66.67%
Next 93.34% 70% 93.34%

Average 96.11% 83.89% 74.44%

iv. Testing Hand Signs with Incomplete Objects

The purpose of this test is to determine whether the sys-
tem can still translate hand signs when the object is par-
tially cut off. The test of hand signs with partially and
completely intact objects was conducted using the best
conditions from previously tested parameters, with data
collection for each gesture 30 times. Table 2 shows the
test results for gestures as partially cut off and complete
objects. The test results show that when the object is
partially cut off, the hand sign detection and translation
process cannot be performed. An object is considered
cut off when the given hand sign is not entirely within
the designated box area. This causes the system to
incorrectly translate the given hand sign. An example
of testing with a partially cut-off object can be seen in
Figure 17.

v. Testing Hand Signs with Different Respondents

The purpose of this test is to determine the reliabil-
ity of the system that has been created by varying the
respondents giving hand signs. The number of respon-
dents tested was 10 people. The test of hand signs with

Table 2: Test results for incomplete objects

Gesture Partially Cut Off Complete Object

Burger 10% 96.67%
Chicken 0% 93.34%
5-piece Chicken Meal 0% 93.34%
Rice 0% 93.34%
Ice Cream 0% 93.34%
Next 0% 100%

Average 1.66% 95%

Figure 17: Example of testing with a partially cut-off object

different respondents used the best conditions from pre-
viously tested parameters, with data collection for each
hand sign for each respondent 30 times. The test results
are written in Table 3, where the average success rate
of the system for different respondents is 92.01%.

IV. CONCLUSION

The development of a hand sign language translation
system for speech-impaired individuals in drive-thru
fast food restaurants has been successfully realized.
The system is capable of translating the given gestures,
with the data entering Firebase as a real-time database,
and the seller can determine the total purchase through
the cashier application. The system output is a printed
receipt, facilitating transactions for speech-impaired
individuals. The detection process uses the Viola-Jones
algorithm. Based on the test results, it is known that
the system can work more optimally when using higher
light intensity and a distance between the camera and
the hand in the range of 50-60 cm, with a white back-
ground as it can facilitate the detection process. The
hand tilt position affects the translation result, with
the 0° angle having the highest average accuracy of
96.11%. The system cannot translate gestures if the
given hand sign is not entirely within the designated
box area. Based on tests with 10 different respondents,
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Table 3: Test results with different respondents

Hand Sign 1 2 3 4 5 6 7 8 9 10 Average

Burger 96.66% 93.33% 93.33% 86.66% 93.33% 96.66% 93.33% 83.33% 93.33% 90% 91.99%
Chicken 93.33% 96.66% 93.33% 93.33% 93.33% 90% 93.33% 96.66% 83.33% 90% 92.33%
5-piece Chicken Meal 90% 93.33% 86.66% 93.33% 93.33% 90% 93.33% 93.33% 90% 90% 91.33%
Rice 96.66% 93.33% 96.66% 90% 96.66% 93.33% 83.33% 93.33% 90% 86.66% 91.99%
Ice Cream 93.33% 90% 90% 93.33% 93.33% 96.66% 90% 93.33% 83.33% 93.33% 91.47%
Next 93.33% 96.66% 93.33% 93.33% 93.33% 90% 96.66% 93.33% 86.66% 93.33% 92.95%

Average Success Rate 92.01%

the hand sign translator system can detect the given ges-
tures with an average system success rate of 92.01%.
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