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Many people all around the world are suffering from various types of disabilities
and need to depend on others to perform activities of daily living. One of the
essential daily living activities is eating. The disabled people should be able to eat
their food independently at any time and place, without relying on the caregivers.
This paper presents the development of a new wearable upper limb motion assist
robot for helping the disabled to eat by themselves. The motion assists robot
consists of two degrees of freedom (DOF) movement, focusing on the two most
crucial upper limb movements in eating activity, which is the elbow
flexion/extension and forearm pronation/supination. A light-weight material was
used for the fabrication of the wearable motion assist robot, and Arduino was
utilized as the microcontroller. The originality of the study was in terms of the
design, operational sequence setting, and kinematic analysis of the wearable
upper limb motion assist robot that was explicitly focusing on eating activity.
The resulted prototype was portable, compact, light in weight, simple and low
cost. The experimental results have proven that the proposed wearable upper
limb motion assist robot for eating activity was successful in helping the users to
perform the main upper extremity motions in eating. The success rate of the
proposed system was 80%, and it took 6 seconds for the system to complete one
feeding cycle.

1. INTRODUCTION

population will be above 60 years old. The number of
stroke patients in Malaysia has increased tremendously

Many people who losses his/her upper limb capability
in performing daily living activities increases with the
growing number of disabled due to ageing, accidents, and
various types of illness. Malaysian is expected to become an
ageing nation by 2030, where at least 15% of its

over the past few years, in which an average of 90 stroke
patients was admitted to the public hospitals every day in
2016 [1]. It was also reported that many athletes [2] and
female metal manufacturing workers were suffering from
chronic wrist pain [3]. These conditions left the patients
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with various contractual and deficiencies in their upper
extremity, thus leading to frustration and disappointments
since they were unable to perform self-care routines and
daily tasks by themselves and need to depend heavily on
the caregivers. One of the essential activities in daily living
is eating. Most people consume at least twice a day, and
this can be troublesome for both disabled people and
caregivers. The disabled people should be able to eat
independently at any time and place, at their convenience
[4]-[5]. One of the methods to alleviate this problem is to
have a wearable upper limb motion assist robot that can
help while at the same time, trains the disabled to eat
independently.

Numerous researches on wearable motions assist
robots have been carried out across the world to cater to
people with various needs [6]-[10]. Imoto et al. have
developed an exercise assist robot for forwarding and
backward movements. Many parameters, including the
displacement of the centre of gravity and centre of
pressure, angular displacements of the hips and knee
joints, and maximum muscle activities of biceps femoris
while the subjects were walking have been reduced with
the udilization of the motion assist robot [5]. A walking
assist robot and its biologically-inspired control strategy
have been developed by Zhang et al. to integrate the hip
central pattern generator control, a knee hierarchical
impedance control, and a hip-knee linkage control to
produce natural hip-knee motions [8]. Sun et al.
developed an intelligent pneumatic artificial muscle
actuated lower limb motion assist robot. The movement
of the exoskeleton-type motion assists robot was driven by
electromyography (EMG) signals that were proportional
to the force measured between the robot and its human
user [9]. A wearable hip assist robot with the potential to
increase the stability of the elderly's trunk while walking
has been designed by Lee et al. The motion assists robot
decreased the muscle effort and enhanced the gait function
of an ageing person [10].

Two types of assist robot could facilitate the disabled
people for eating independently, which were the meal
assist robot [11]-[21] or also known as feeding robot, and
wearable exoskeleton-type robot [22]-[31] that could assist
them to realize healthy arm movements in performing
eating actions. Some examples of the meal assistance robot
were the one that was developed based on Willow Garage
PR2, a general-purpose mobile manipulator for the
disabled with severe motor impairments. The robotic arm
was equipped with a user interface, visual guidance, and
safety features. It was able to transfer food to the disabled's
mouth, requiring minimal head movement [12]. Guo et
al. designed a 4 degrees of freedom (DOF) robot arm for
feeding assistive function with four active joints. The
forward kinematic analysis and trajectory planning of the
assistive feeding robot has been successfully simulated
[13]. The meal assistance robot developed by Nozaki et al.

was made using 3D printers and focuses on two main
motions for feeding, which were the translational and
rotational motions for scooping and bringing the food to
the mouth. The robot adopted the manual polar
coordinate-based scheme so that the wusers could
manoeuvre the robot intuitively [14]. A robotic arm
equipped with a spoon for meal support has been
developed by Yosioka et al. to scoop semi-liquid food
automatically. The shape of the container needs to be
known a priori, and the amount of scooped food and
scooping success rate have been increased by the proposed
scraping motion strategy and controlled spoon motion
[15]. An automatic omnidirectional moving plate and
orthogonal coordinate have been introduced by Takonari
et al. to allow the option of eating multdiple dishes from
more than one container, where the food did not need to
be organized before being consumed [16].

The trajectory for eating motion could be learned by
the meal assistance robot using kinesthetics learning,
where the robot learned from a teacher or operator
demonstration along a guided path. In this learning
method, the algorithm calculated the cost function of a
robot's and caretaker's knowledge of the constrained
feeding task [17]. A meal assistance robot could be driven
by the user's head movement [18], the blink of eyes [19],
electroencephalography (EEG) [20], and EMG signals
[21]. In Tomimoto et al. 's design, a Kinect sensor was
used to detect the patient's head movement, and then, the
information was transferred to a Rasberry Pi, which in turn
instructs the orthogonal structured robot to move
according to the head motion [18]. Perera et al
implemented the user's intention detection method based
on Steady-State Visual Evoked Potentials (SSVEP) in an
EEG controlled meal assistance robot. The users were able
to choose any solid food that they would like to have. The
robot was also equipped with a camera to detect the user's
mouth position and recognize the opening or closing of
the mouth [20]. Even though many meal assistance robots
have been developed, most of these robots are bulky and
less portable. Since it is a separate robotic arm unit, it is
less appealing in terms of appearance and may cause the
users to feel unsafe while eating. The robots also are not
wearable; thus, they do not facilitate in training the
disabled to regain their upper limb function to eat
independently.

Many types of wearable exoskeleton for assisting for
the upper limb motion while also rehabilitating the upper
extremity have been developed [22]-[31]. This type of
movement assist robot was capable of providing the
training to help the disabled people to recover their
original upper limb functionalities. The robot could be
made of a low or high number of degrees of freedom
(DOF) to accomplish the specific desired tasks. Inoue and
Noritsugu designed a single actuator driven wearable
upper limb motion assist robot, focusing on the shoulder

ISSN 2722-9645

Uzair Kashtwari, et al. - Applied Research and Smart Technology 1(1) 2020 2



and elbow movements in transferring loads. The wearable
upper-limb motion assists robot structure was built based
on the parallel link mechanism, and it was attached to the
motor through a trapezoidal feed screw [23]. An
exoskeleton robot for 3 DOF wearable upper-limb motion
assist robot, focusing on the shoulder and Kiguchi et al.
have developed elbow flexion/extension movements. The
exoskeleton was equipped with an obstacle avoidance
algorithm and natural hand trajectory motion [24].
Kiguchi et al. also developed a 7 DOF power-assist
exoskeleton robot to support the elderly's or physically
weak person's upper limb in carrying out daily activities.
EMG signals drove the robot, and the impedance
parameters in the robot were updated automatically in
real-time in proportion to the user's arm posture and
muscle activities [25]. The number of DOF of an upper
limb motion assist robot could be kept high while reducing
the structure's complexity by introducing underactuated
joints as in [26], where the move help robot had 3 DOF
planar joints and 1 DOF passive joint. The experimental
tests in assisting human's upper limb movement along
straight, square, and free curve paths have shown that the
proposed motion help robot was suitable for rehabilitation
and facilitating impaired arms in completing the assigned
job [26]. Other wearable motions assist robots included
the work by Natividad et al. on a modular, pneumatic, soft
robotic exoskeleton for the shoulder abduction exercises.
The surface EMG signals measured have shown that the
proposed wearable exoskeleton has successfully assisted the
limbs and reduced muscle activation [27]. The planar-
joint structured upper limb motion assist device for
hemiplegic patients proposed by Hu et al. was able to
facilitate the patients to transfer things, eat, drink, and
turn book pages. The robot could be driven by the user's
voice and operate in three auxiliary modes, which are
single DOF tasks, plane-motion activities, and three-
dimensional action facilitations. It enhanced the capability
of the patients to perform daily routine by themselves
while helping them to recover their upper limb's natural
movement and functionality [28]. Liao et al. removed the
need to have a predefined trajectory in the upper limb
assistance device in performing Activities of Daily Living
(ADL) by using the Microsoft Kinect 2 system to detect
the human motion and drive the assistive device
accordingly. Several human arm movements, while
conducting daily activities, could be realised based on
human intention without the need for predefined
trajectories [29]. Passive and active control strategies based
on the integral backstepping controller with Time Delay
Estimation (BITDE) have been proposed for a 7-DOF
exoskeleton robot in providing physical assistance and
rehabilitation to the patients. The controller compensated
for the uncertainties in the human arm and robot structure
and external disturbances in tracking the desired trajectory
[30]. Estimation of Desired Motion Intention (DMI) and

model reference-based adaptive impedance control

algorithm have been implemented on a 7 DOF upper limb
assist exoskeleton. The control scheme overcomes the
robot and human model uncertainties problems, and
issues regarding local minima, selection of suitable
parameters, slow convergence of adaptation law and over-
fitting in neural network-based estimation [31]. Even
though positive results have been reported in these works,
most of the previous wearable exoskeleton for assisting and
rehabilitating the upper limb motion was developed for
general movements or daily living activities. It did not
specifically focus on eating exercise. Most of the previous
upper limb motion assist robots were also not portable,
and this may be inconvenient for the disabled, especially
for those with low mobility levels. Many of the existing
motion assist robots were too complicated, bulky, heavy,

and expensive.

Therefore, this paper presents the development of a
wearable exoskeleton type upper limb motion assist robot,
concentrating on eating function. It could help the
disabled people to eat alone while training their upper limb
to regain the original motor functions. The proposed
wearable upper limb motion assist robot is simple, light-
weight, portable, and low cost. The paper is organised as
follows: the mechanical and electrical design of the
proposed movement assist robot would be presented,
followed by the robot's operational sequence. Then, the
kinematics analysis of the proposed motion assist robot
would be described, and the experimental tests, user
feedback, and findings would be discussed. Finally, the

conclusion is drawn at the end of the paper.

2. SYSTEM DESIGN

In the proposed system design, a plate or bowl of
food was assumed to be placed on the table. The proposed
motion assist robot would facilitate the patients to scoop
the food from the plate or bowl to his / her mouth using a
spoon repetitively. The system needed to provide two
simultaneous functionalities which were 1) actualize the
upper limb movements in terms of the complete spatial
configuration of the limb in realizing human motion while
eating, 2) able to generate sufficient torque to move the
disabled arms through the points of attachment.

The main upper limb joints to accomplish human
eating motion under the most straightforward and lowest
cost conditions while able to achieve the two functions
above have been identified as the joints for the elbow
flexion and extension motions, and forearm pronation and
supination movements. The elbow motion brought the
food from the bowl to the mouth and return. While, the
forearm functioned to scoop the food from the bowl, and
also put it into the mouth. Therefore, the proposed upper
limb motion assist for an eating function was made of two
links, which were the upper arm link and the lower arm
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link, as shown in the mechanical drawing in Figure 1.
Both of the sizes of the links were made close to the human
arm's length. These were attached to the arms holders that
are made of 3D printed materials. The arm holders were
equipped with slots where Velcro straps could be inserted
to tighten or loosen the wearable motion assist robot to a
human arm. Velcro straps were chosen in this design since
they were flexible and able to accommodate various arm
sizes.

Two motors were incorporated in the design, with
one motor mounted at the elbow joint and one motor
installed for the forearm pronation and supination
motions at the end of the distal upper limb area, as shown
in Figure 1. The motors were directly fixed to the linkages
to achieve a compact design. The motor for forearm
pronation and supination was placed at the end of the
distal upper limb instead of positioning it at the elbow
joint to avoid any mechanical interference and so that the
robot was able to move more efficiently in realising the
eating movement. The centre of rotation of the elbow and
forearm motor shafts should be in line with the centre of
rotation of the person's elbow and forearm, respectively, to
provide the proper eating motions and prevent any pain
during the motion assist. Therefore, a careful measure
needed to be taken while putting on the wearable motion
help robot for the patients. The length of the rods that
connect the links and the arms holders also needed to be
chosen carefully to ensure that the human arm can fit
adequately in the motion assist robot. A round knob was
attached to the shaft of the forearm motor, and the
disabled can grasp the knob during the eating process. It
increased their comfort while the forearm scoops the food
from the bowl and puts it into the mouth. The clockwise
or anticlockwise motion of the forearm motor drives the
round knob and eventually turns the patient's forearm to
pronate or supinate. Besides the spoon, another detachable

eating device such as the fork could also be attached to the
base of the knob.

DC servomotor has been chosen as the actuating
device in the proposed system design due to its ability to
attain the desired angle of rotation according to the signal
sent to the motor. The output shaft of the servomotor
could be moved and changed to a specific angular position
easily based on the provided coded signal. As such, this
type of motor was beneficial when a precise rotation is
required. A DC servomotor with higher torque was used
for the elbow extension and flexion since it needs to
support a higher payload. In contrast, a lower torque DC
servomotor was used for the arm pronation and
supination. The length and location of the centre of
gravity of the human arm have been taken into
consideration in choosing the DC servomotor to actuate
the elbow joint. The Regression equation for calculation
of the arm segment lengths can be written as

L =-14.54-0.22G +0.305H , 1)

forearm

where G is the mass of the whole body, and A is the body
height.

Velcro straps

Upper arm link slot.

Small rods

Elbow motor
Round knob

Lower arm link Forearm motor

Forearm
supination and
pronation

motor Upper arm

holder

Lower arm

holder Elbow motor

Eating Device

(b)

Figure 1. (a) Dorsal and (b) ventral views of the
proposed wearable upper limb motion assist for eating.

The location of the centre of gravity along the
longitudinal axis, measured from the distal end to the
proximal end segment of the arm can be obtained by

Lo =42.74% x L @)

forearm

The regression equations for calculating the arm
segment's mass is given by

M = (0.165 + 0.0139G) 3)

forearm

The torque to move the arm and motion assist robot
for elbow flexion and extension can be calculated as

T = (M forearm + Mmechanism)(LCGL;meChamsm) gns ’ (4)

where Mechanion is the mass of the robotic mechanism
obtained from the weighing machine, Lcmedanion is the
centre of gravity of the mechanism from the Solid works
drawing software, g is the gravitational acceleration and 7
is the safety factor chosen as 3.

Monster Torque Brushless Servo (XQ-S5650D) and
RC Servo Motor (Metal Gear) have been chosen for the
elbow motor and forearm motors, respectively. Even
though the Monster Torque Brushless Servo is quite
costly, which is RM 700, it has been selected since it fulfils
the torque requirement, is compact and has a high power
to weight ratio, which is essential consideration factors in
the prototype development. The motor specifications are
summarized in Table 1.
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Table 1. Servo motor specifications.

Monster Torque RC Servo Motor
Brushless Servo (Metal Gear)
(XQ-S5650D)
Speed 0.18 seconds /60° 0.14 seconds /60°
Torque 60 kg.cm 1.66 Nm
Voltage 8.5-11VDC 6VDC
Size 60x30x60 mm 40.7x20.5x39.5 mm
Weight 177.5 g 60 g

Rotation angle 210 degrees 180 degrees

Arduino Uno R3 microcontroller board based on
the ATmega328 has been selected as the main
microcontroller. It allowed higher transfer rates and
converts numerical values to pulse width modulation
(PWM) signals for the motor controller. Arduino Uno R3
has been chosen primarily due to the availability of its
open-source software, the ability to be programmed
quickly and directly connected to the virtual COM port.
The two servomotors were connected to a motor driver,
which was attached to the Arduino board and a battery
source. An 11.1V lithium-ion battery was used to power
up the system since it was rechargeable and provides high
energy storage to weight ratio. Potentiometers were used
for measuring the movement of the robot. An emergency
button was incorporated in the system to stop the robot's
motion, hence, avoids any injuries or discomforts due to
accidents or technical mishaps. The full-motion assist
robot for an eating function is illustrated as in Figure 2,
and the total cost of the robot is RM 950. At this stage of
the study, the links were made of wood considering the
total prototype cost, weight, and fabrication simplicity for
proof of concept. However, later, the material can be
upgraded for a more durable design and more extended life
cycle operation.

3. OPERATIONAL SEQUENCE

Figure 3 presents the operational flow of the upper
limb motion assist robot. After the disabled or patients
wear the movement assist robot, the process began with
the extension of the elbow by the elbow motor until the
desired extension angle was reached, which places the hand
close to the bowl. Then, the forearm motor actualised the
forearm pronation and supination movements to scoop
the food under the pre-set angular displacements. Next,
the elbow motor flexed the elbow joint and brought the
menu to the mouth. Then, the elbow joint extended again
to scoop the food, and the process was repeated from the
beginning for several cycles up to the stop button was
pressed. The whole process was also put into a halt in case
the emergency button is pressed.

Velcro straps
with upper arm
holder {

Upper arm link
with elbow

motor Eating device (a

spoon/ a fork)

Lower arm

holder Wrist motor in

motor bracket

Upper arm [

holder

Potentiometer ‘

_ Round knob

Linkages ‘
Lower arm link

(b)

Figure 2. (a) Isometric and (b) side view of the upper

limb motion assist robot for eating.

Elbow motor rotates for elbow extension

motion to reach the food
|

I

Forearm motor rotates for forearm pronation
to scoop the food
Il

!

Forearm motor rotates for forearm supination
after scooping the food

l

Elbow motor rotates for elbow flexion motion
to bring the food to the mouth

Is the stop button
pressed?

Elbow motor rotates for elbow extension
motion to bring the robot to rest position

Figure 3. The operational flow of the wearable upper

limb motion assists the robot in eating activity.

4. KINEMATICS ANALYSIS

Forward and inverse kinematics analyses have been
conducted on the proposed wearable upper limb motion
assist robot based on Denavit Hatenberg (DH)
representation. DH is a general step by step method to
obtain the total transformation matrix of the robot by
combining the array of each frame. The reference frame
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for each joint of the proposed robot has been assigned as
in Figure 4. The DH parameters have been obtained as in

Table 2.

Table 2. DH parameters for the proposed wearable
upper limb motion assist robot.

Link 0 d (m) a (m) (04
1 61 P 1 -90°
2 0> 0 0 e

Figure 4. Reference frame assignment for DH

representation

In forward kinematics analysis, the angular
displacement of each joint is known, and the position and
orientation of the end effector are calculated from the DH
representation. From Table 2, the forward kinematics of

the anthropomorphic robotic arm, 4, for 2™ link, can be
obtained as follow
cosg, 0 -—sing, l,cosé
A= sing, 0 cosg l,sing, | (5)
o -1 o0 I,
0 0 0 1
cosd, -sing, 0 O
sing, cosg, 0 O] ()
A=y 0 10
0 0 01

Multiplying A1 and A gives the total transformation
matrix of the robot, A1A> where
cosé cosd, —cosg;sing, -—sing, |,cosé,
sind,cosd, —singsing, cosd, l,sing [ (7)

AA =

The whole transformation matrix of the wearable upper
limb motion assists robot can be denoted as follow

cosg,cosd, —cosé;sing, —siné, |,cosf, N, O, A P

AA, = sinel.cosa2 —sing;sing, cos6, |,sing, _ N, O, A P
-sing, —c0s 6, 0 I, N, O, A P

0 0 0 1 0 0 0 1

(8)

From equations (8), the elements of the matrices
representing the forward kinematics of the proposed
wearable motion assist robot can be rewritten as,

N, =cosé, cosb,
N, =sin¢, cosd, ©)
N, =-siné,

O, =—cosé;sind,

O, =-sing;sing, - (10)
O, =—-cosé,
A =-sing,
A\/ =C0S6, » (11)

A =0

P =1,cos6,
P, =1,sin6,° (12)
P, =1,

Inverse kinematics analysis aims to determine the
respective angular displacement of each robot joint so that
the end effector reaches the desired position and
orientation. The angular displacement for the elbow
flexion/ extension, 6; can be obtained from P, in Equation

(9)-(12), where

6,=cos™ (%} (13)
2

From Equations (5) and (6), the angular displacement of
the motor for forearm pronation/supination can be
calculated as

0, =cos™ (N—Xlzj (14)
PX

Therefore, provided that the required position and
orientation of the end effector of the wearable upper limb
motion assist robot is known, the amount that each motor

needs to rotate can be computed using Equations (13) and

(14).

-siné, —C0s0, 0 I,
0 0 0 1
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5. RESULTS AND DISCUSSION

In the experimental test, the elbow motor has
extended up to 70° to reach the food from the home
position. Next, the forearm motor has pronated up to 60°,
as depicted in Figure 5, and then it has supinated to scoop
the food using the spoon, as illustrated in Figure 6. After
that, the elbow motor performs flexion, and the spoon
reaches the mouth, as shown in Figure 7. Lastly, the person
needs to bend his head a little to eat the food.

Figure 8 denotes the position trajectory of the elbow
and forearm motors in the eating activity. The position
trajectory of the elbow increases linearly from 0° to 70°. It
stops while the angular displacement of the forearm rises
from 60° to 120°, causing the pronation of the forearm,
and then it supinates back linearly from 120° to 60°. Then,
the motor flexes the elbow to 0% The movement of the
motor is in line with the operational sequence mentioned
in the previous section. This movement is acceptable since
both the elbow and forearm motions do not need to be
performed simultaneously. In the actual scenario, most of
human elbow and forearm move separately and in
sequence during eating. The elbow and forearm
movements in this arrangement also allow for a more
stable and more straightforward motion of the robot in
assisting the human arm in carrying food to the mouth.
Figure 9 gives the angular position of the elbow joint
captured by the potentiometer compared to the desired
position. From the figure, there is an error between the
desired motion provided by the Arduino command
window and the potentiometer reading. This error is still
acceptable since the robot elbow joint always follows the
desired trajectory with a maximum error of 5°, which is
due to the mechanical flaws in the mechanism, such as
friction. At this stage of the study, only the elbow joint is
equipped with a potentiometer to simplify the mechanical
design of the distal section of the upper limb. In this
experiment, the robot has been set to complete each eating
cycle within 6 seconds. However, this duration may be
adjusted depending on the user's disability level and needs.

From the experiment, it has been found that it is
necessary to give some clearance between the mouth and
the spoon during the final feeding stage to avoid the robot
from hurting the user. A 3 seconds delay needs to be
programmed onto the robot before it starts the next cycle
to ensure that the food has already been transferred to the
person's mouth. In the future, this feature may be
improved by using a camera so that the position and delay
can be automatically adjusted according to the time
needed by each user, since the disability level of the users
may be different. The disabled with lower functional
ability level may require a longer time to transfer the food
and vice versa. The automatically adjusted position and
delay using the camera will be more accommodating and

provides them with comfort in using the wearable motion
assist robot.

The success rate of the upper limb motion assist
robot for eating task is 80%. The success rate has been
calculated based on the equation.

number of successful trials
success rate = u ! - x100, (15)
total number of trials

From the ten trials conducted, the robot has
completed the eating cycle eight times. The robot is light
in weight, portable, low-cost, and straightforward. The
experiment test had also shown that the selected motor had
successfully provided the necessary motor torque in eating.
However, from the users' feedback, it is learned that that
the robot may not be comfortable to some of them since
the linkage's length may not be suitable for their arm size.
It may be improved by replacing the current mechanical
linkages with the ones with adjustable length. The centre
of rotation for the robot joints needs to coincide with the
centre of rotation of the user's elbow joints for a smooth
and easy movement. Even though the proposed system
has successfully assisted the upper limb in realizing eating
function, the robot may be further improved by
incorporating a higher degree of freedom (DOF)
movements for a more flexible and natural human upper
limb motion assist for eating. The ergonomic aspects of
the robot may be enhanced in the future version of the
robot by considering the factors that may increase users'
comfortability and adaptability while using the robot.
Psychological aspects of the robot design may be studied
further to improve the patients' trust and engagement in
the robotic rehabilitation process. Some of the methods
that can be implemented include adapting the therapy
intensities to the patients' psychological states so that they
will not be too stressed or bored in conducting the
exercises. A graphical interface with natural human
dialogues may also be incorporated to motivate the
patients to perform all the rehabilitation training.

Figure 5. Forearm pronation with the robot's
assistance for eating.
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Figure 6. Forearm supination with the robot's
assistance for eating

Figure 7. Elbow flexion with the robot's assistance for
eating.

120 —————

100

[o+]
=]

Degree [°]
[=;]
(=]

.
o

----------- Elbow motor
Forearm motor

]
(=]

LI B B
»
pr
pr
e
-
-
-
-
-
-
”
#
pr
»
-
e
TR T T T

Y

P T ST S

o
-y

[ e
oy kel

3
Time [s]
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forearm motors in one cycle of eating activity.
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6. CONCLUSION

A wearable upper-limb motion assists robots for
helping disabled people to eat by themselves has been
presented in this paper. The movement support robot is
light-weight, portable, low cost, compact, and
straightforward. It is made of two links and two motors
actuating the elbow flexion/ extension and forearm
pronation/supination movements in eating. The
kinematics analysis of the robot has been presented, and
the upper limb trajectory in accomplishing the eating task
has been set up. The experimental results have revealed
that the proposed system was successful in assisting the
user in realizing upper limb motions during eating. The
wearable robot could also be used for upper limb
rehabilitation training purpose in the task-specific eating
activity. For future works, the mechanism will be
improved with adjustable-length linkages to accommodate
various arm sizes. The wooden structure will be replaced
with aluminium to increase its durability. The number of
DOF may be increased to allow higher flexibility and
realize a more natural human arm motion during eating.
The robotic mechanism also may be extended for the
fingers, wrist, and shoulder movements. More feedback
from the users will be collected to improvise the design so
that the disabled will be able to wear the motion assist
robot by themselves. A camera will be incorporated to
obtain the mouth and food position, and the necessary
joint angles can be calculated from the vision data. The
future study also involves the development of an Assist as
Needed (AAN) control law for the system to automartically
regulate its assistance level according to the disabled's
functional capability level and o encourage their
participation in performing the task.
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