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Abstract- Twitter is one of the social media used by the public to convey their views regarding the government's policy of issuing a Government 
Regulations in Lieu of Laws (Bahasa: Peraturan Pemerintah Pengganti Undang-undang (Perpu)). The public's pros and cons of this policy are material for 
sentiment analysis. The purpose of this study was to analyze Twitter users' opinions regarding the Job Creation Perpu using the K-Nearest Neighbors 
(KNN), Random Forest (RF), and Particle Swarm Optimization (PSO) methods. The data was 3.128 tweets from Twitter social media users regarding 
the Government Regulation in Lieu of Law on Job Creation. Based on 3.128 data, 1.599 sentiments were positive, 1.473 sentiments were negative and 
53 sentiments were neutral. The results showed that PSO feature optimized Twitter social media sentiment analysis against this regulation. KNN and 
RF algorithms for sentiment analysis was carried out before and after optimization with PSO. Experimental results using RapidMiner 9.10 showed that 
PSO feature succeeded in increasing classification accuracy in both algorithms. Before optimization, the KNN accuracy value reached 80.40%, then 
increased significantly to 85.23% after optimization with PSO was applied. Meanwhile, Random Forest accuracy value before optimization was 77.21% 
and increased to 80.53% after PSO was applied. This result indicated that the PSO-based KNN algorithm had better performance in conducting 
sentiment analysis of the Government Regulation in Lieu of Law on Job Creation on Twitter compared to the Random Forest algorithm in the context 
of this study. It concluded that Random Forest algorithm based on PSO is the best classifier for sentiment analysis and a potential and effective 
algorithm for classifying and analyzing sentiment on the same topic. 
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1. Introduction 

The Government Regulations in Lieu of Laws (Bahasa: 
Peraturan Pemerintah Pengganti Undang-undang (Perpu)) Number 2 of 
2022 concerning Job Creation was issued to address the problem 
of unemployment and increase economic competitiveness. The 
Job Creation Perpu provides rules related to the provision of 
manpower, taxation, licensing, and protection of workers' rights. 
The purpose of Government Regulations in Lieu of Laws on Job 
Creation is to encourage the country's economic recovery and 
economic growth that is inclusive and sustainable. In addition, the 
Government Regulations in Lieu of Laws on Job Creation can 
also reduce investment barriers, namely licensing issues and 
increase labor efficiency. 

The Government Regulations in Lieu of Laws on Job 
Creation has become controversial because there are articles that 

are considered detrimental to workers and laborers. There are 
those who support it and some who oppose it, which is reflected 
in the discussions and responses from the public on social media 
such as Twitter. Some people believe that the Government 
Regulations in Lieu of Laws on Job Creation is detrimental to 
workers, contract employees, and so on. A number of 
demonstrations have also taken place as a form of rejection of this 
Government Regulations in Lieu of Laws, including a demo 
announced via the Twitter account @tempodotco. However, 
there are also members of the public who welcome the 
Government Regulations in Lieu of Laws on Job Creation, as seen 
from the support provided by Gajah Duduk’s Twitter Account. 

Social media is an easy means for people to express opinions 
and demonstrate. Indonesian people can choose social media in 
Indonesia which has a variety of functions to the characteristics 
of each of these social media. For example, Twitter and Facebook, 
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both of which have advantages in conveying information or 
opinions, Twitter with the trending topic feature and Facebook 
with its posting feed [1]. 

On social media Twitter users are free to issue opinions or 
opinions [2]. Users can tweet up to 140 characters which makes it 
unique. Twitter is one of the social media platforms that is widely 
used by the public to convey expressions regarding the 
Government Regulations in Lieu of Laws on Job Creation. 
Therefore, it is important to carry out a sentiment analysis of the 
Government Regulations in Lieu of Laws on Job Creation 
discussed on the Twitter social media so that it becomes 
meaningful information. Unstructured data is processed using 
certain techniques and methods so that it becomes useful news 
for users.   

The selection of social media Twitter for data mining due to 
three main points namely: a) Twitter API has a good design and 
is easy to access, b) Twitter data is available in a convenient format 
for analysis, and c) Twitter's policy for data is relatively liberal 
compared to other APIs. In addition, Twitter has the most data 
compared to other social media, so it can help in terms of the 
accuracy of applying the sentiment analysis method [3].  

Twitter sentiment analysis has received increasing attention 
in recent years [4]. Sentiment analysis has been widely discussed 
since 2002 [5]. Sentiment analysis is the process of understanding, 
extracting, and processing opinions from textual data 
automatically to obtain positive and negative sentiment 
information in an opinion sentence [6]. Sentiment analysis is an 
important field that allows us to understand the general attitude 
of users about certain topics [7].  

Sentiment analysis in this study is the process of 
understanding and classifying emotions (positive, negative, and 
neutral) contained in writing using text analysis techniques used 
to determine public opinion on various topics [8], including this 
Government Regulations in Lieu of Laws on Job Creation. 
Sentiment is the personal opinion of internet users to provide an 
assessment of something. With so many opinions expressed, of 
course it will be difficult to determine sentiment on the topics 
discussed.   

Sentiment analysis plays a role in classifying text polarity 
based on sentiment [8]. This is consistent with patterns in data 
mining, namely the study of knowledge extraction and pattern 
recognition in data. The purpose of this sentiment analysis is to 
provide insight. The purpose of sentiment analysis is to provide 
insight regarding how the Indonesian people respond to 
government policies related to employment and the economy 
regulated by the Government Regulations in Lieu of Laws on Job 
Creation. The results of sentiment analysis can provide valuable 
information and contributions to the government in improving or 
improving policies that have been taken previously, so that they 
can strengthen existing policies or even take more appropriate 
steps for further policies. 

This study sees this problem as interesting to study in order 
to find out the number of pros and cons of sentiment issued by 
people who express their opinions via Twitter. Moreover, this 
study wants to classify the sentiments issued by the public towards 
the Government Regulations in Lieu of Laws on Job Creation so 

that it becomes meaningful information using KNN and RF 
algorithm based on PSO. 

The state of the art in this study is the analysis of sentiment 
towards Government Regulations in Lieu of Laws on Job 
Creation on social media Twitter using KNN and RF algorithm 
based on PSO. This study aims to analyze public sentiment 
towards the Government Regulations in Lieu of Laws on Job 
Creation and predict whether a tweet contains positive, negative, 
or neutral sentiments towards the regulation.  

Based the previous study, the novelty of this study proposes 
that KNN and RF algorithm based on PSO which have not been 
widely used in sentiment analysis on social media. This algorithm 
is able to optimize the parameters of the KNN and RF algorithms 
so that it can increase accuracy in sentiment analysis. PSO 
techniques for optimization include increasing the attribute 
weight of all attributes or variables used, selecting attributes and 
feature selection [9] [10].   

This study proposes the use of a combination of KNN and 
Random Forest (RF) algorithms optimized using Particle Swarm 
Optimization (PSO) for sentiment analysis of the Government 
Regulation in Lieu of Law (Perppu) on Job Creation. The 
selection of this approach is based on the unique characteristics 
of each algorithm and the need to achieve optimal sentiment 
classification accuracy. 

KNN is chosen for its simplicity and its ability to classify 
data based on feature proximity. In the context of sentiment 
analysis, KNN classifies a new tweet by identifying the ‘k’ nearest 
tweets in the training dataset and assigning the majority sentiment 
of those neighbors [11]. One of the main advantages of KNN lies 
in its non-parametric nature, meaning that it does not assume any 
specific data distribution, making it flexible for various types of 
complex text data [12]. Additionally, KNN has been proven 
effective in various text classification tasks [13] [12]. However, the 
performance of KNN heavily depends on the proper selection of 
the value of ‘k’ and can be affected by irrelevant features or high-
dimensional data, which are common challenges in text data. 

Meanwhile, Random Forest (RF) is an ensemble learning 
algorithm that builds a large number of decision trees and 
combines their predictions [14]. The advantage of RF lies in its 
ability to handle high-dimensional data, which is particularly 
relevant for text data with numerous features (e.g., extracted text 
features) [1] [15]. RF is known to be highly robust against 
overfitting due to its use of bagging (bootstrap aggregating) and 
random feature selection at each tree, making it a strong choice 
for diverse datasets [16]. This algorithm can also provide insights 
into feature importance, which helps in identifying the most 
influential words or phrases in sentiment classification [17]. 

RF was first introduced by Breiman to solve regression, 
unsupervised learning, and classification problems and has been 
successfully applied in many domains including geotechnical 
engineering [18], which further demonstrates its versatility. 

Nevertheless, achieving optimal RF performance often 
requires careful tuning of hyperparameters such as the number of 
trees and maximum depth, and this is often done using 
optimization algorithms [18]. 

To overcome the limitations in determining optimal 
parameters in KNN and RF, this study integrates PSO. PSO is a 
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population-based optimization algorithm inspired by the social 
behavior of bird flocks or fish schools [19] [20] [15]. In this 
context, PSO acts as an automatic hyperparameter tuning 
mechanism for KNN and RF. Previous studies have shown that 
the integration of PSO - RF significantly improves classification 
performance across various domains, including image 
classification and chronic disease diagnosis [18]. 

The novelty of this study states in the object studied, namely 
the Government Regulations in Lieu of Laws on Job Creation. It 
meant that it is a regulation just published at the end of 2022 and 
it has been a controversial topic among the public. This topic has 
not been widely studied by the previous study. Thus, it hoped that 
this study can make a new contribution in sentiment analysis on 
social media and help the government understand public sentiment 
towards public policies. 

The integration of PSO with KNN and RF represents a 
significant novelty in this study. Many sentiment analysis studies 
have utilized KNN or RF independently or with manual 
optimization. However, the application of PSO to automatically 
optimize both algorithms in the context of sentiment analysis on 
the Omnibus Law (Bahasa: Perpu Cipta Kerja) is a relatively 
unexplored approach. This method is expected to produce a more 
accurate and robust sentiment classification model, offering a 
novel contribution to the effort of understanding public opinion 
on government policies through social media. 

2. Method 

The result of study [21] stated that The RF algorithm 
produces an accuracy value of 98% and a Kappa value of 0.96 in 
classifying plant health levels. It concluded that the model 
developed and the algorithm used were considered effective in 
classifying plant health levels.  

This study used several stages as shown in Figure 1 below.

 
Figure 1. Research Stages 

Based on Figure 1, it was explained as follows. 
2.1. Crawling Data 

The data in this study was tweets discussing the Government 
Regulations in Lieu of Laws on Job Creation on Twitter. The data 
collected includes uploads, comments or responses related to 
these regulations. Data collection was carried out using the 
Twitter API with keywords related to the Government 
Regulations in Lieu of Laws on Job Creation. The tools used are 
RapidMiner version 9.10. 
2.2. Data Pre-Processing 

Crawling opinion data from the Twitter platform must avoid 
standard words, dictionary words, or phrases in the local language, 
and must not remove these opinions. In sentiment analysis, non-
standard words affect the calculation of data analysis  [22] 
Therefore, data preprocessing techniques was needed. Data 
preprocessing was a series of techniques and processes used to 
modify and prepare raw data before it was entered into a data 
analysis model or algorithm. The purpose of data preprocessing 
was to clean, integrate, transform, reduce dimensions, and convert 
raw data into more suitable and easier format to process by data 
analysis algorithms.  

In the classification of news for the data type in the form of 
text, there was several types of processes carried out, including 
case folding, removing punctuation, tokenization, lemmatization, 
and stop word removal [23] [3]. This step was done to clean the 
data from noise and prepare it for sentiment analysis. The steps in 
data were included [22] [24]: 1) data cleaning, 2) case folding, 3) 
normalization, 4) filtering, 5) stemming, and 6) tokenizing. Data 
cleaning was a step to remove data that is irrelevant, duplicate, or 
contains errors such as strange characters, invalid symbols or 
numbers [22].  

Case folding was changing all letters to lowercase or 
uppercase so it did not affect the analysis due to differences in 
capitalization. Normalization was changing words or phrases that 
had different forms but it had the same meaning into the same 
form. For example, the words "menulis" and "menuliskan" are 
changed to "menulis". Filtering was removing irrelevant words or 
considered as "stop words" such as prepositions, conjunctions, or 
other common words that had no significant meaning in the 
analysis. Meanwhile, stemming was changing words into basic 
words or base words. For example, the words "menulis", 
"menulisi", and "menuliskan" are changed to "tulis". At the end, 
Tokenizing was separating text into words or tokens to facilitate 
analysis.. 
2.3. Labelling 

The labeling stage was giving positive, negative, or neutral 
labels to each text data based on the sentiments contained in the 
text. This stage was done by reading each tweet and determining 
whether the sentiment in the tweet was positive (contains praise), 
negative (contains criticism), or neutral (does not contain strong 
sentiments).  

This labeling stage was important for building datasets to be 
used in machine learning, because the model would not be able to 
learn and produce accurate predictions without the right labels. 
The dataset was created by dividing the processed tweets into 
training data and testing data. Training data was used to train the 
model and data testing was used to test the model's performance. 

After the dataset was ready, the next step was to extract 
features from the dataset in the form of a numeric vector so that 
it was used by the KNN and RF algorithms. The features were 
extracted the words that appeared most frequently in the dataset. 
Feature extraction was performed using the TF-IDF method to 
convert text into a numerical representation by using algorithm.  
2.4. Implementation of Algorithm 

Before the model was implemented using the PSO-based 
KNN and RF algorithms, model training was carried out so that 
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the results were optimal. The KNN algorithm was used to classify 
sentiments based on nearest neighbors, while RF combined 
several decision trees. 

This step was carried out to optimize the parameters of the 
KNN and RF algorithms using the PSO algorithm. The KNN 
algorithm was a classification method based on the concept of the 
shortest distance between new data and training data [22]. In this 
algorithm, we found the k closest neighbors of the test data and 
look for the shortest distance between the test data and each 
training data [25]. Imputation with KNN did not require the 
establishment of a forecasting model for each data criterion that 
had missing value data. The weakness of imputation with KNN 
was used to looking for observations that best match observations 
that had missing values. Then, imputation with KNN was able to 
search for all training data or datasets [26]. 

KNN was able to classify based on training data to be seen 
by the closest distance of a data based on the value of k. The 
distance in question was calculated using the Euclidean distance 
equation. The Euclidean distance equation served to calculate the 
distance to interpret the closeness of the distance between two 
objects [23].  

RF classification was carried out through the formation of a 
tree by conducting training on the sample data to be owned [27]. 
The Random Forest Algorithm was a classification method that 
combines several decision trees [28] with training on the given 
data. The classification process in RF was done by randomly 
splitting the data into several decision trees [29]. This algorithm 
was used to produce the final output of the identification system. 
In this study, the prediction result was obtained by looking at the 
majority voting results from each class that had been labeled in 
the previous data. 

PSO was a computational evolutionary technique that uses 
a random particle population to search [30]. This particle 
population moved in the search space to find the best solution. 
The PSO technique was used to perform optimization in several 
ways, such as increasing attribute weights or selecting attributes 
on the variables used in the analysis [31]. 

In this study, the use of Particle Swarm Optimization (PSO) 
for the KNN and RF methods was carried out with finding 
optimal parameters to improve the accuracy and performance of 
the two methods simultaneously. PSO was used to perform 
parameter optimization in both methods simultaneously, so that 
it found the best parameters that provide optimal results for 
sentiment analysis. 

 
2.5. Outcome Evaluation  

After sentiment analysis, the result of this study was 
evaluated using several evaluation metrics such as accuracy and 
kappa. The kappa statistic was a measure corrected by chance and 
it required to value agreement beyond what happened by chance 
[32]. The result of this evaluation was used to assess how good 
the algorithm and to conduct a sentiment analysis of the 
Government Regulations in Lieu of Laws on Job Creation on the 
Twitter social media platform. Positive (negative) examples that 
are correctly classified by the classifier are called true positives 

(true negatives), false negatives (false positives) are positive 
(negative) examples that are misclassified [33]. 

Kappa value performance [34], was classified into five 
groups as shown in table 1 below.  

Table 1.  Kappa Value Classification 

No Kappa Value Classification 
1 0.81 – 1.00 Very Good 
2 0.61 – 0.80 Good 
3 0.41 – 0.60 Moderate 
4 0.21 – 0.40 Fair 
5 0.00 – 0.20 Poor 

 
Interpretation of the results to identify public sentiment and 

opinion about the Government Regulations in Lieu of Laws on 
Job Creation on Twitter was carried out to draw the conclusions. 
Furthermore, this study presented important findings and relevant 
implications to serve as input for the government and related 
parties in making policies related to these regulations. 

3. Result 

3.1. Data Collection 
The data was collected using the RapidMiner software in 

stages. The data collected was Twitter data from December 2022 
to June 2023 regarding public opinion on the Government 
Regulations in Lieu of Laws on Job Creation. Using RapidMiner, 
this study obtained the information from Twitter using the 
“Search Twitter” operator and store this information using the 
“Write csv” operator in RapidMiner. 

The data collection model with RapidMiner was shown in 
Figure 2. 

 
Figure 2. Process of Twitter Data Crawling  

In Figure 2, it obtained 10.248 data tweets. Preceding the 
classification modeling process, data pre-processing was carried 
out included case folding, tokenization, stopword removal, 
stemming, and word weighting using the TF-IDF method using 
the RapidMiner software.  

 
3.2. Data Processing 

The data carried out a data cleaning process. The purpose of 
this action was to extract and clean the data in Figure 3. 
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Figure 3. Process of Data Processing 

In Figure 3, the data collected was processed to obtain data 
on words in the term frequency. The results from each pre-
processing stage in table 2. 

Table 2.  Example of Preprocessing Results 

Stages Results 
Data cleaning Before  

Dengan PERPPU Cipta Kerja, Indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
After 
Dengan PERPPU Cipta Kerja Indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
 

Case Folding Before 
Dengan PERPPU Cipta Kerja Indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
After 
dengan perppu cipta kerja indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
 

Normalizes Before 
dengan perppu cipta kerja indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
After 
dengan perppu cipta kerja indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
 

Stopword Removal Before 
dengan perppu cipta kerja indonesia hanya akan terus 
mengundang investasi yang mengeksploitasi sumber daya alam 
dan tenaga asing 
After 
perppu cipta kerja indonesia terus undang investasi eksploitasi 
sumber daya alam tenaga asing 
 
 

Stemming Before 
perppu cipta kerja indonesia hanya akan terus mengundang 
investasi yang mengeksploitasi sumber daya alam tenaga asing 
After 
perppu cipta kerja indonesia hanya terus undang investasi 
eksploitasi sumber daya alam tenaga asing 
 

Tokenizing  Before 
perppu cipta kerja indonesia hanya terus undang investasi 
eksploitasi sumber daya alam tenaga asing 
After 
‘perppu’, ‘cipta’, ‘kerja’, ‘indonesia’, ‘hanya’, ‘terus’, ‘undang’, 
‘investasi’, ‘eksploitasi’, ‘sumber’, ‘daya’, ‘alam’, ‘tenaga’, 
‘asing’, 

There were 3.128 clean data to be obtained after 
preprocessing for further process. The data was divided into 2.189 
training data and 939 test data, or 70% training data and 30% test 
data.  
3.3. Labelling  

After obtaining the cleaned data, this study processed the 
data by labeling it and adding attributes to determine the 
sentiment value of the data. Labels were negative, positive, or 
neutral according to the existing tweets. The following was a 
model for sentiment analysis training data. 

 
Figure 4. Model of Training Data Processing 

The results were positive, negative and neutral sentiment 
values as follows. 

 
Figure 5. Result of Sentiment Value  

From the training data, the data was labeled using the test 
data model as follows. 

 
Figure 6. Model of Data Processing Testing 

The results showed 3.128 examples, 6 special attributes, and 
3.394 regular attributes as shown in Figure 7 below. 

 

 

 

 

Optimization of Sentiment...



 

Vol. 11 No.1 | April 2025 KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477-698X 

 

Figure 7. Test Results 

3.4. Implementation of Algorithm 
The algorithm implementation model was as shown in 

Figure 8 below. 

 
Figure 8. Sentiment Analysis Model Without PSO 

The model with PSO optimization was seen in Figure 9. 

 
 

Figure 9. KNN and RF models with PSO 

The model for visualizing of the results was as follows. 

 
Figure 10.  Model of Data Visualization 

To provide the detailed insight into the model's performance 
in analyzing sentiment, other evaluation metrics were calculated, 
namely precision, recall and F1-score for each model. 

Based on the model in Figure 10, 15 words that often appear 
to describe the public's view of the work copyright regulation are 
filtered as in Table 3. 

Table 3.  Data visualization of often words that appear 

Number Word 
In 

docu-
ments 

total 
In 

class 
(pos.) 

In class  
(neg) 

In class  
(neut.) 

1 kerja 2642 3921 1370 2484 67 
2 cipta 2612 3598 1254 2285 59 
3 perppu 899 1896 287 1576 33 
4 dukung 1118 1301 178 1100 23 
5 perpu 1136 1251 779 443 29 
6 ciptaker 974 1058 71 972 15 
7 ciptakerja 800 856 496 346 14 
8 undang 531 748 408 335 5 
9 perintah 589 707 355 348 4 
10 nomor 484 535 325 203 7 
11 buruh 384 497 416 75 6 
12 atur 447 492 280 210 2 
13 ganti 387 399 231 166 2 
14 ekonomi 361 382 56 326 0 
15 indonesia 312 337 111 224 2 

 
According to table 3 above, the most frequently words were 

appeared in the RapidMiner wordcloud results to be represented 
a visual representation of the text data and it showed how often 
the words appear in a particular document or body of text. The 
more often a word appears in a document, the larger in the word 
cloud. The word "Kerja" appears 3.921 times in all documents, 
while the word "Cipta" appears 3.598 times.   

Furthermore, the words that frequently appear are described 
as follows. 

 

Figure 11. Result of Visualization with Wordcloud 

In Figure 11, it showed that the words that often appear in 
this sentiment analysis were the verbs, copyright, perpu, job 
creation, and government. The word copyright was tweeted the 
most because it was related to the object of this study. 
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3.5. Result of Evaluation Stage 
The metric was used to evaluate the model's performance in 

testing tests, namely: accuracy in each algorithm. Model was 
created by using RapidMiner 9.10 software as shown in Figure 12. 

 

 
Figure 12.  Model of Performance Evaluation 

4. Discussion 

4.1. Testing of Algoritma K-Nearest Neighbors (KNN) dan Random 
Forest (RF) 

The results of model testing using testing and validation data 
were as shown in table 4. 

 
Table 4.  Test Results Without PSO 

Method 
PerformanceVektor (Performance) 

accuracy 
KNN 80.40% 

RF 77.21% 
 
In table 4, it was known that the accuracy results of the 

KNN method were 80.40% in sentiment analysis and RF were 
77.21%. This accuracy showed that the model was able to predict 
sentiment correctly. An accuracy of 80.40% showed that KNN 
was able to predict with a fairly good level of accuracy. The RF 
method achieved an accuracy of 77.21% in sentiment analysis. 
This value showed a good level of accuracy, but it was slightly 
lower than that achieved by KNN. The test resulted from KNN 
and RF were shown in table 5. 

Table 5.  Test Results of KNN 

accuracy: 80.40% +/- 1.31% (micro average: 80.40%) 

 true 
Negative 

true 
Positive true Neutral class 

precision 

pred. Negatif 1079 178 19 84.56% 

pred. Positif 377 1420 21 78.11% 

pred. Netral 17 1 16 47.06% 

class recall 73.25% 88.81% 28.57%  

 
 
The RF algorithm test results are shown in Table 6. 

Table 6.  Test Results of RF 

accuracy: 77.21% +/- 2.60% (micro average: 77.21%) 

  true 
Negative 

true 
Positive 

true 
Neutral 

class 
precision 

pred. Negatif 1008 192 21 82.56% 

pred. Positif 465 1407 35 73.78% 

pred. Netral 0 0 0 0.00% 

class recall 68.43% 87.99% 0.00%   

 
Based on the results in tables 5 and 6, the resulting confusion 

matrix accuracy of KNN was 80.40% and RF was 77.21%. it 
showed that most of the samples had been classified correctly. 
This accuracy reflected the percentage of correct predictions from 
the total amount of data available. In this case, the KNN and RF 
models without PSO achieve good accuracy from all predictions 
made by the model are correct. This level of accuracy indicated 
the ability of the KNN model to carry out sentiment analysis with 
a good level of accuracy.  

Calculation of recall, precision and F1-Score values for each 
class was seen in Table 7. 

Table 7.  Recall, precision and f1-score results before PSO 

Method Class 
Result 

Recall Precision F1-score 

KNN 
Positive 90.30% 32.01% 47.23% 
Negative 88.81% 79.03% 83.63% 
Neutral 94.12% 4.09% 7.85% 

RF 
Positive 97.59% 75.16% 85.09% 
Negative 88.06% 75.16% 81.03% 
Neutral 0% 0% 0% 

 
Based on table 7, it showed that RF had better performance 

than KNN in detecting Positive sentiment. RF had a higher recall 
and a better F1-Score for the Positive category. However, for 
Negative sentiment, both had almost comparable performance, 
although RF had a slight edge in F1-Score. So overall, both KNN 
and RF had good performance in detecting Positive and Negative 
sentiment, but both face difficulties in predicting Neutral 
sentiment. 

 
Based on testing with the PSO optimized model, the 

accuracy result was in Table 8. 
Table 8.  Recapitulation of Test Results with PSO 

Method 
PerformanceVector (Performance) 

accuracy 
KNN 85.23% 

RF 80.53% 
 

There was a significant improvement in both models after 
optimization with PSO as in table 8. The prediction success rate 
was higher with PSO optimization even though there was a 
difference in the magnitude of the improvement. It indicated that 
the ability of each model to classify data was different. 

Based on the description above, it concluded that the PSO 
feature optimized the sentiment of Twitter social media users 
towards the Perpu on Job Creation using the KNN and RF 
classification algorithms. It was proven by a comparison of the 
test results of the two models. It showed a significant increase 
between the model test results before and after optimization with 
PSO, especially in the KNN algorithm. 
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The results of testing the KNN algorithm with PSO 

optimization was seen in Table 9. 
Table 9.  Accuracy Results of KNN with PSO 

accuracy: 85.23% +/- 1.53% (micro average: 85.23%) 

 true Negatif true 
Positif 

true 
Netral 

class 
precision 

pred. Negatif 1318 265 29 81.76% 

pred. Positif 154 1333 12 88.93% 

pred. Netral 1 1 15 88.24% 

class recall 89.48% 83.36% 26.79%   

 
RF test results was seen in Table 10. 

Table 10.  Accuracy results of RF with PSO 

accuracy: 80.53% +/- 2.98% (micro average: 80.53%) 

 true 
Negative 

true 
Positive 

true 
Neutral 

class 
precision 

pred. Negatif 1148 228 26 81.88% 

pred. Positif 325 1371 30 79.43% 

pred. Netral 0 0 0 0.00% 

class recall 77.94% 85.74% 0.00%   

The calculation of recall, precision and F1-Score values for 
each class was as follows. 

Table 11.  Recall, precision and f1-score results after PSO 

Method Class 
Result 

Recall Precision F1-score 

KNN 
Positif 99.10% 89.62% 94.19% 
Negatif 83.45% 89.62% 86.44% 
Netral 93,75% 8.82% 16.05% 

RF 
Positif 97.86% 80.87% 88.65% 
Negatif 85.75% 80.87% 83.23% 
Netral 0% 0% 0% 

Based on the data above, it concluded that overall, KNN 
had good performance in detecting Positive and Negative 
sentiment, but had problems in predicting Neutral sentiment. 
Likewise, RF had good performance in detecting Positive and 
Negative sentiment, but it equally had difficulty predicting Neutral 
sentiment. Increasing accuracy in classifying Neutral sentiment 
was a potential area of improvement for both methods. 

 
4.2. Comparison of Test Results 

To see which algorithm contributed the most to accuracy, 
this study compared the accuracy results of the two models before 
and after optimization with PSO. The result of this comparison 
was as shown in table 12 below. 

Table 12.  Test Result 

Method 
Prediction 

Accuracy Without 
PSO 

Prediction Accuracy 
With PSO 

KNN 80.40% 85.23% 
RF 77.21% 80.53% 

Based on table 12 above, it was seen that the accuracy value 
of the KNN algorithm was higher than the RF algorithm. There 
was a difference in accuracy between before and after 
optimization. The use of PSO significantly increased prediction 
accuracy by around 4.83% on the KNN method and an increase 
of 3.32%. With the implementation of PSO, KNN prediction 
accuracy increased significantly from 80.40% to 85.23%. Similarly, 
RF also had an increase in prediction accuracy when PSO was 
applied. Accuracy increases from 77.21% to 80.53% with PSO. 

Next, to see the level of agreement between observers, it was 
substantially from the Kappa value presented in table 13. 

Table 13.  Kappa Test Results 

Method Kappa Before 
PSO Kappa After PSO 

KNN 0.616 0.712 
RF 0.548 0.615 

 
Based on table 13, it was seen that the Kappa value in the 

KNN method has increased significantly after implementing 
PSO. It was seen that the Kappa value increased significantly from 
0.616 to 0.712 after implementing PSO. A Kappa value that is 
closer to 1 indicates a higher level of agreement between model 
predictions and actual data. Therefore, the application of PSO 
positively affects the ability of the KNN model to provide more 
accurate predictions. 

After implementing PSO, there was an increase of 0.096 
(9.6%), namely from 0.616 to 0.712 in the good classification. This 
improvement shows that PSO is able to optimize KNN 
performance in classifying data so that the level of agreement 
between observers increases substantially. 

In RF, it was seen that the Kappa value also had a significant 
increase from 0.548 to 0.615 after implementing PSO, namely 
from moderate to good classification. In this case, there was an 
increase of 0.067 (6.7%). Thus, it concluded that PSO succeeded 
in increasing the level of agreement between RF model 
predictions and reality. 

Overall, these results showed that the application of PSO had 
provided significant improvements in prediction quality for both 
KNN and RF methods, as reflected in the increase in Kappa 
values. 

4.3. Contextualization of Findings and Comparison with 
Previous Research 

While this study demonstrates the performance 
improvement of KNN and RF models after optimization using 
Particle Swarm Optimization (PSO), it is important to 
acknowledge that direct comparisons with absolute accuracy from 
previous studies are often complex and not feasible on an apples-
to-apples basis. This is due to several crucial factors that 
differentiate the research conditions: 
1. Dataset Characteristics and Complexity: This study focuses 

on sentiment data from Twitter related to the Job Creation 
Law (Perpu Cipta Kerja), a highly specific, dynamic, and 
controversial topic in Indonesia. Twitter data inherently 
contains high levels of noise, including the use of informal 
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language, abbreviations, slang, typos, emoticons, and 
contextual ambiguity (e.g., sarcasm or irony), which are much 
more complex to analyze compared to general sentiment 
datasets often used in the literature (e.g., movie or product 
reviews), which tend to be cleaner or have undergone 
extensive curation. This complexity can fundamentally limit 
the accuracy that classification models can achieve in this 
domain. 

2. 2. Text Feature Preprocessing and Representation: The 
performance of a classification model is highly dependent on 
the quality of the data preprocessing (e.g., text normalization, 
stop word handling, stemming) and the text feature 
representation method (e.g., TF-IDF, Bag-of-Words, or 
word embeddings). Differences in the implementation of 
these steps, or the use of more sophisticated feature 
representations (such as Transformer-based pretrained 
language models) by different studies, may explain the 
variation in reported accuracy. Our study used [Name your 
feature representation method, e.g., TF-IDF], which is 
effective but may have limitations in capturing all the 
semantic nuances of highly informal social media data. 

3. Main Optimization Objectives and Research Contributions: 
The main objective of applying PSO in this study is to 
optimize the hyperparameters of the KNN and RF models, 
specifically on our dataset. The internally consistent and 
significant improvements in accuracy and Kappa values 
(KNN increased by 4.83% and RF by 3.32% accuracy, as well 
as Kappa values), clearly demonstrate the effectiveness of 
PSO in finding the best parameter configurations for these 
algorithms in this challenging data environment. This is a 
substantial methodological contribution, demonstrating that 
PSO is a valuable strategy for fine-tuning machine learning 
models on complex and noisy sentiment data. 

To provide a broader context, this study compares the 
results obtained with other studies that used similar classification 
algorithms and/or optimization techniques in sentiment analysis. 

Table 14.  Comparison of Performance with Previous Research 

Research 
(Referen
ces) 

Dataset/Do
main 

Algorith
m 

Optimizat
ion 
Techniqu
es 

Accur
acy 
(%) 

F1-Sc
ore 
(%) 

This 
research 

Perpu Cipta 
Kerja 

(Twitter) 

KNN+P
SO 

PSO 85.23 65.56 

This 
research 

Perpu Cipta 
Kerja 

(Twitter) 

RF+PS
O 

PSO 80.53 57.96 

Lavate & 
Srivastava 

(2023) 
[35] 

IoT Network 
Traffic 

(CIC-IDS201
7) 

RF+PS
O 

PSO ~99.9 – 

Ghale-No
u et al. 
(2020) 
[36] 

Sentinel-2 
Crop 

Mapping 

RF+PS
O 

PSO +0.22–
1.06 

(impro
ve) 

+0.54
–2.97 
(increa

se) 
Rajendran 

et al. 
(2020) 
[37] 

Remote-Sensi
ng LULC 

RF 
(dengan 
PSO & 
LSTM) 

Human-Gr
oup PSO 

+2.56 
(impro

ve) 

– 

Nisa et al. 
(2025) 
[38] 

Wardah 
Instagram 
Comments 

(Beauty 
Products) 

KNN - 78.23 78.0 

From Table 14, it can be seen that the accuracy of the 
KNN+PSO (85.23%) and RF+PSO (80.53%) models in this 
study shows competitive performance, especially considering the 
complexity of the dataset used, namely Twitter data regarding the 
Perpu Cipta Kerja, which tends to be noisy and unstructured. 

For example, compared to Nisa et al. (2025) who used KNN 
without optimization on Instagram comments of beauty products 
and obtained an accuracy of 78.23% and an F1 Score of 78.0%, 
the KNN+PSO model in this study was able to provide 
performance improvements in terms of both accuracy (+6.99%) 
and F1 Score (-12.44%), despite different data challenges. 

Furthermore, in a study by Lavate & Srivastava (2023), 
which used RF+PSO on IoT network traffic (CIC IDS2017), the 
reported accuracy reached ~99.9%. While this appears 
significantly higher, it's important to note that IoT data has a very 
different structure and noise than social media data like Twitter. 

Meanwhile, Ghale Nou et al. (2020) and Rajendran et al. 
(2020) showed an increase in accuracy and F1 Score performance 
after using PSO on Random Forest in the remote sensing domain, 
showing an accuracy increase of around +0.22–1.06% and 
+2.56%, respectively, which confirms that the use of optimization 
techniques such as PSO can improve model performance even in 
different domains. 

Specifically, for neutral sentiment classification, both in this 
study and in various other studies, such as in the social media 
comment domain (Nisa et al., 2025), neutral sentiment remains a 
challenge. This is likely due to the often-unexplicit ambiguity of 
neutral sentiment, as well as its small data proportion compared 
to positive and negative sentiment. Therefore, improving the 
accuracy of neutral sentiment classification in the future may 
require specialized techniques such as data balancing, model fine-
tuning, or the use of advanced embedding techniques.. 

 
4.4. Variations in Experimental Conditions and Contributions to 

Further Research 

This research has successfully demonstrated the 
effectiveness of PSO optimization on the KNN and RF 
algorithms for sentiment analysis of the Job Creation Regulation. 
To provide a more concrete contribution to the algorithm and 
dataset, the experiment can be expanded by varying the following 
conditions for future research: 
1. Exploration of Advanced Feature Representation Methods: 

In addition to the TF-IDF method already used, future 
research can explore the use of word embeddings (such as 
Word2Vec, GloVe, FastText) or Transformer-based pre-
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trained language models (such as BERT, IndoBERT). These 
methods have the ability to capture richer semantic and 
contextual meaning from complex tweet texts, potentially 
resulting in significant improvements in model accuracy and 
robustness. 

2. Analysis of the impact of different Pre-processing: Testing 
different pre-processing schemes (e.g., with/without 
stemming or lemmatization, different levels of slang word 
normalization, specific handling of emoticons and 
punctuation) and comparing their impact on model 
performance can provide critical insights into how the quality 
and characteristics of input data affect sentiment 
classification results. 

3. In-depth investigation of 'neutral' sentiment classification: 
Given the persistent challenges experienced by both models 
in classifying 'Neutral' sentiment, future research could focus 
on techniques for addressing class imbalance (e.g., 
oversampling like SMOTE or undersampling) or exploring 
classification models specifically designed for ambiguous 
sentiment. A more in-depth error analysis of tweets 
misclassified as 'Neutral' could also help identify patterns and 
characteristics that make this class difficult to predict. 

4. More comprehensive PSO hyperparameter optimization: 
Further exploration of the internal parameters of the PSO 
itself (e.g., number of particles, maximum number of 
iterations, inertia coefficient, cognitive and social 
coefficients) can be performed to ensure that the most 
optimal PSO configuration has been found within a wider 
search space, potentially resulting in further performance 
improvements. 

5. External and Cross-Domain Validation: Testing the 
optimized model on sentiment datasets from other domains 
(e.g., other public policy issues, different product reviews) or 
at different time periods can prove the generalizability and 
robustness of the developed model. 

5. Conclusion 

Based on the test results, it was found that the Particle Swarm 
Optimization (PSO) feature successfully and significantly 
optimized the performance of sentiment analysis on Twitter social 
media user opinions regarding the Job Creation Perpu, particularly 
when applied to the K-Nearest Neighbors (KNN) and Random 
Forest (RF) classification algorithms. consistent increase in 
accuracy was observed in both algorithms after optimization using 
PSO. The KNN accuracy value before using PSO was 80.40% 
then increased to 85.23% after optimization with PSO. The RF 
accuracy value was 77.21% before PSO and increased to 80.53% 
post-PSO optimization. This indicates that the PSO-based KNN 
algorithm is a highly effective method and is recommended for 
sentiment analysis in this study, given its most substantial 
improvement. 

This research provides two significant main contributions: 1) 
methodological contributions, and 2) practical and policy 
contributions. The methodological contribution of this research 
is that the integration of PSO with the KNN and RF classification 
algorithms shows that hyperparameter optimization can 
significantly improve the accuracy of sentiment analysis models, 
especially when applied to complex text data such as social media 
opinions. This finding emphasizes the importance of intelligent 
optimization strategies in developing more accurate and robust 
sentiment analysis systems. It offers a new approach to addressing 
the challenge of optimal parameter selection for sentiment 
classification, which can be applied to other domains beyond the 
public policy context. 

The practical and policy contribution of this research is that the 
more accurate sentiment analysis provides clear and measurable 
insights into public perception of the Job Creation Regulation 
(Perpu Ciptra Kerja). By identifying the proportion of positive, 
negative, and neutral sentiment more precisely, the government 
and relevant stakeholders can better understand public reactions. 
This information is crucial as feedback for policy evaluation, more 
effective public communication, or even consideration in 
formulating future policies that better align with public aspirations. 
This enables more data-driven decision-making that is responsive 
to the dynamics of public opinion. 

For further study development, it is recommended to explore 
the potential of other classification algorithms that can be used for 
sentiment analysis, such as Support Vector Machines (SVM), 
Naive Bayes, or Deep Learning methods (e.g., Recurrent Neural 
Networks or Transformer-based models) for performance 
comparison. In addition, the use of additional features in sentiment 
analysis, such as implementing more advanced Natural Language 
Processing (NLP) techniques to extract key features from tweet 
texts (e.g., word embeddings or more granular emotion analysis), 
should also be considered to enhance the depth and accuracy of 
the analysis. 
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